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Abstract: The present study investigated influence of formulation methods on the physical
properties and heat transfer behaviour of aluminium oxide-car coolant-distilled water nanofluids.
The nanofluid solutions were formulated via two methods, namely the conventional method (M1),
where nanoparticles were added into the CC-DW mixture and the proposed method (M2), where
distilled water was added into the Al>O3-CC mixture. From the measurement of physical
properties, it was observed that the proposed M2 method was more favourable compared to the
conventional method because it promoted reductions in density and viscosity values, and also
improvement in thermal conductivity. A similar trend was observed when examining nanofluids
in the natural convective experiment. The proposed formulation resulted in better dispersion
stability when subjected to heat. In addition, the M2 formulation gave higher Grashof (Gr),
Rayleigh (Ra) and Nusselt (Nu) numbers. This study demonstrated that dispersion stability,
physical properties and thermal performance of nanofluid were remarkably influenced by the
preparation process.

Keywords: Nanofluid; Al.O3 nanoparticles; Formulation strategy; Natural convection;
Sedimentation


mailto:noorafifahahmad90@gmail.com
mailto:syahruls@mail.fkm.utm.my/

(JESC) The Journal of Engineering, Science and Computing Issue I, Volume I, April, 2019
O Ayl 1 ol gy cadadl L o CoSHI Ay b 3T dulys
Al203-CC-DW

Sl aall sl Wslisl e LA 8 Sekay aL5al ol e ablall Clel 6B anh ) ede cdis :aslll
& 25t Sl cddl G (1 p) Blad 2Ll L2 tomi b e il Jolbl Cans 1By eV ST
Akl 13 o AI2ZO3-CC. 1t ) Joily s 8] o o (2 ) gl 2l (55 e ) Jald
corglly BUS) (3 2df o o BY Rulad) 24 bIL 3)lie 2eedle 8T Bl (2 ) 2a k01 OF Lamg) caslpdl
i il 1l L el () o Ad (3 sl dulys e BLe o) SIS Lo gy A Aol (3 (nd L2y
7) Sl on S Tsae (25) aapall clael (lls ) BLoYLy 3l (200l ezl il pd e i
sk ll) gl elsYly asbpdll atlatly casdl il of auhall ode cgbl (5) ches Py o) &kl ()

i) Blany Bgmbe 2 o

1. Introduction

In a modern world of today, the current technology of extended surface and conventional heat
transfer fluid or coolant have reached their limitation [1,2]. Therefore, modern engineering system
demand a new alternative coolant with superior transport properties. Nanofluids as a promising
candidate according to most researcher, need to fulfil the requirements of good long-term stability,
less viscous solution and large thermal conductivity value before being acknowledged as a future
generation coolant. In response to this issue, researcher tend to chemically modify the solution by
either introducing a surfactant or acid/alkali into nanofluid solution. In return, the nanosuspension
is stable for months. Nonetheless, the addition of surfactant in return dramatically augment
viscosity value and transformed the nanofluid into non-Newtonian behaviour as reported in certain
studies [3,4]. Yu et al. [4] found that addition of polyvinyl pyrrolidone into pure ethylene glycol
enhanced the viscosity value by about threefold. Jarahnejad et al. [5] reported that viscosity of
titanium dioxide nanofluid with trioxadecane acid was approximately 61% higher than that of

without surfactant. Ravikumar et al. [6] chemically treated copper-water nanofluid with three
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different kind of surfactants, namely PVP, sodium dodecyl sulfate (SDS) and cetyl
trimethylammpnium bromide (CTAB). Viscosity measurements showed that nanofluid with PVP
surfactant exhibited maximum enhancement of 60%, followed by SDS with 22% increment and
12% by CTAB, respectively. in another studies, addition of surfactant like chitosan, SDS and
sodium dodecyl benzene sulfonate (SDBS) to improve stability of multiwalled carbon nanotube in
water had transformed the solution into non-Newtonian fluid [7]. Similar observation of non-
Newtonian behaviour also observed when the amount of alumina nanoparticles dispersed into car
engine coolant greater than 0.4% [3]. While for another kind of zinc oxide-ethylene glycol
nanofluid, a non-Newtonian behaviour was observed at nanoparticle concentration of 3.0% and
above [4]. In another study, Suganthi and Rajan [8] suggested that modified formulation method
of nanofluid also could improved dispersion stability of nanoparticles instead of using surfactant.
For natural convection heat transfer, Wen and Ding [9] reported that addition of titanium dioxide
nanoparticles and surfactants (nitric acid and sodium hydroxide) into distilled water reduced the
value of natural heat transfer coefficient. Such deterioration was found to be increase with
nanoparticles concentration between 0.19% and 0.57%. In a subsequence investigation, similar
behaviour also observed by Wen and Ding [10] at high TiO2 nanoparticles concentration ranging
from 0.8% to 2.5%. For alumina-deionized water (Al,Os-DI water) nanofluid, Li and Peterson [11]
reported that at a given Rayleigh number (Ra), deionized water possess the highest Nusselt number
(Nu) and the lowest values retained by Al,O3-DI water nanofluid with maximum volume fraction
of 6.0%. Ni et al. [12] also claimed that convective heat transfer coefficient of Al.Oz-water
nanofluid was found to monotonically decrease. Similar trend also observed by Kouloulias et al.
[13] although they did not chemically modify the nanofluid. This deterioration was worsening at
maximum concentration of 0.12 % when Ra value increased, Nu value became nearly constant.

Since less attention is given to the formulation method of nanofluid, the present study investigated
the influence of modifying formulation method on dispersion stability and physical properties of
Al203-CC-DW nanofluids. Then, heat transfer behaviour of nanofluids that produce through two

formulation methods were evaluated in natural convection experiment.

2. Materials and Methods
2.1 Materials
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Aluminium oxide (Al.O3) nanopowder was commercially purchased from a local supplier. The
diameter of primary Al,Os3 particle provided by manufacturer is 30 nm in spherical shape and its
density is 3.7 g/cm3. In the present study, Al.Oz nanoparticle was suspended into a base fluid of
car coolant and distilled water (CC-DW) with volume ratio of 50:50. The amount of nanopowder
suspended in based liquid was corresponding to 0.5 vol. %, and 2.0 vol. %, in which determined
as follows:

My (1)
Pnp

Concentration of nanoparticle (%) = Ty Ty x 100%
pnp pbf

where m and p are mass and density, while np and bf denote to nanoparticle and base fluid.

2.2 Formulation of nanofluid

To acquire Al,O3-CC-DW nanofluid, two formulation methods were employed to produce the
solution as elucidated in Figure 1. In first formulation, represented as Method 1 (M1), which is
commonly employed by most researchers, involved suspending a predetermined mass of
nanoparticles into a mixture of base liquids. While for the second formulation (M2), at first, a
quantity of Al2O3 nanoparticles at certain concentration was first suspended in a coolant and then
subjected to mixing process by means of shear homogenizer with operating speed of 11 rpm for
25 minutes. At the end of homogenizing process, the required volume of distilled water was added
to the Al,O3-CC dispersion in order to acquire the final solution of Al,03-CC-DW nanofluid.

Formulation of nanofluid

Method 1 (M1) Method 2 (M2)
Mix coolant with distilled water Add Al203 nanoparticles into
(CC-DW) coolant (A1203 -DW)
Added Al203 nanoparticles into Homogenizing process
CC-DW mixture
l Add distilled water into
Homogenizing process Al203-DW mixture
Al203 -CC-DW nanofluid Al203 -CC-DW nanofluid

Figure 1. Two types of formulation methods of Al203-CC-DW nanofluid.
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2.3 Physical properties of nanofluid

Density of Al>O3 nanofluid was measured by using hydrometer at room temperature and reported
in kg/m3. Dynamic viscosity was measured using digital rotational viscometer in accordance to
ASTM D298 at room temperature. Stability behaviour of Al,O3 nanoparticles suspensions within
based fluid were evaluated by visual inspection analysis over time. This was done by photographed
periodically all samples of Al2O3 nanofluid solutions for 84 days.

2.3 Physical properties of nanofluid

A schematic diagram of experimental setup for natural convection heat transfer of Al.O3 -CC-DW
nanofluids is shown in Figure 2. The experimental setup consists of stainless-steel sample holder,
an electrical heater, power supply and K-type thermocouples (TC) connected to a data logger. Four
TCs were used to measure temperature of the tested fluid at four different locations as illustrated
in top view of test rig in Figure 2b. The location of TCs are 30 mm and 52 mm horizontally and
vertically from the centre of test rig. The sample holder was insulated using ceramic fibre to
minimize heat losses to the surrounding. In order to maintain constant heat flux boundary
condition, the fluid sample was heated by supplying constant DC power to the heater. During the
experiment, the sample holder was filled with a constant volume of tested fluid and power of 50
Watts was supplied. The temperature of test fluid was directly measure as a function of time for
3000s.

Temperature
data logger

DC power supply

Sample

holder Thermocouple

Heater- - -

---Insulator

Figure 2. Experimental set up of natural heat transfer experiment.



(JESC) The Journal of Engineering, Science and Computing Issue I, Volume I, April, 2019

From the experimental results, thermal conductivity of nanofluid was determined according to the
equation:

q 2 2
SR
am(T,— Ty \t;

where T1 and T are temperature at different time of t; and to, while q is power input to the system,
which was assumed constant during natural convective experiment. Moreover, specific heat of the

fluid was calculated using the expression of

Q (3)

where m is mass of nanofluid, Q is flow of heat and AT is temperature difference between two

time. Next, Grashoff number, Gr was determined as

— gB(Ts - TOO)L3 (4)

Gr
V2

where L is a characteristic length of heat source, v is kinematic viscosity, B is thermal expansion
coefficient and both Ts and Too are defined as instantaneous temperature. For nanofluid solution,

thermal expansion coefficient of nanofluid is calculated based on the following formula [15]:

¢ Pnp Bnp + (1 - d))(pbf Bbf) (5)
pnf

an =

where subscripts of np, bf and nf are refer to nanoparticle, base fluid and nanofluid and p is density
value of the constituents. Thermal expansion coefficient of Al.Oz nanoparticle was taken to be
8.46x10° K, while for distilled water the value varies between 1.5 x 10* K* and 6.2 x 10* K™
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for temperature ranging from 15°C to 80°C [16]. Lastly, thermal performance of nanofluid was

evaluated based on Nusselt number which is determined according to equation 6 [17]:

( )2 (6)

1
0.387Ras6
Nu =10.60 +

827

9
0.559)E
Pr

1+(
J

where Ra and Pr are Rayleigh number and Prandtl number, where Pr number is expressed as
Pr = % and Ra = Gr x Pr. After that, thermal properties of the solution such as thermal

conductivity, specific heat, Grashoff number, Rayleigh number and Nusselt number were

investigated by plotting those properties as a function of experimental period.

3. Results and Discussions

3.1 Physical properties of nanofluid

Figure 3 and Figure 4 presented density and viscosity of nanofluids. It can be seen that density of
the Al>0O3 -CC-DW nanofluids were conspicuously higher than that of their base fluids, and the
augmentation in density value was linear with volume concentration. And this result was consistent

with correlation proposed by Pak and Cho [18] as given below:

Pny = ()bpp + (1 - qb)pbf (7)

where p, ¢ is nanofluid density, p,, is fluid density, p, is particles density and ¢ is volume
concentration of nanoparticles. The density of nanofluid produced via the M2 formulation was
consistently lower than that of the nanofluid formulated using M1. At 5.0 vol.% nanoparticle
concentration, the difference of density between formulation M1 and M2 is 0.18% and 4.0% for

M2, respectively. This observation demonstrated that the density was strongly dependent on the
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formulation method, in which the chemical interactions between the constituents had a dramatic
influence on the density of nanofluid.

1200
Il ccbw

Il Al,0,-CC-DW M1
1140 L - A|203-CC-DW M2

170 |-

1110

1080

Density (kg/m?)

1050

1020

990

0.0 0.5 2.0
Volume concentration (%)

Figure 3. Effect of nanofluid’s formulation and concentration on the density.

50 A
45 | A ALO-CC-DW M1
a0 | O ALO,-CC-DW M2
35 ¢
o
s 30
o Q
E
> 25 1
‘B
3 20|
2
=
15 | A
10 } @)
o)
O 1 1 1
0 0.5 1.0 1.5 2.0

Volume concentration (%)

Figure 4. Viscosity of Al,03;-CC-DW nanofluid with 0.5 and 2.0 wt%.
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As can be seen in Figure 4, viscosity of nanofluids were substantially larger than that of its base
fluid, a mixture of car coolant with distilled water (CC-DW). This was because the suspended solid
particles triggered a change in the velocity profile of base fluid by creating a secondary velocity
profile around them and consequently a higher shear stress was generated at solid-liquid interface
[14]. Then, the higher shear stress that evolved in a nanofluid system would augment the resistance
of the liquid to motion. It was also observed that viscosity of nanofluids enhanced linearly with
Al>O3 concentration. As the amount of Al>Os nanoparticles suspended in base liquid escalated
from 0.5% to 2.0%, more shear stress was generated at the solid-liquid interface, and this induced
more alteration in the velocity profile of base fluid.

Besides, Al203-CC-DW nanofluids formulated by M2 were apparently lower than that of M1.
According to [8,19], the addition of distilled water into Al,O3-CC mixture, as in the formulation
M2, led to the disruption of the intermolecular hydrogen bonds in the coolant by water molecules,
as elucidated in Figure 5b. Any reordering or disrupting of the hydrogen bonding in ethylene glycol
molecules would result in a reduction of viscosity of the bulk solution, as reported in a previous
experimental research [8,20]. Suganthi and Rajan [8] reported that the addition of water into zinc
oxide-proplyene glycol (ZnO-PG) mixture to acquire ZnO-PG-water nanofluid, led to reduction
in viscosity of about 11.4% at 2.0 vol. %. In another study, Christensen et al. [20] studied the effect
of suspended iron oxide nanoparticle into various kind of solvents such as ketone, glycerol and
water. Among the solvents, only water exhibited a good dispersion due to hydrogen bonding
between water molecules. The authors claimed that the strong bonding not only promoted good

stability behaviour but also induced the nanofluid became less viscous.

Stability of nanofluids formulated through Method 1 (M1) and Method 2 (M2) are shown in Figure
6 and Figure 7. For the formulation M1, nanofluid with 0.5 vol% was visually stable at day 0 only,
while nanofluid with 2.0 vol.% managed to stable up to 3rd day. Meanwhile, for the solution
formulated by M2, nanofluids of both concentrations were observed to be stable without any
sediment layer at day 0 only. The results conspicuously indicated that sedimentation rate of M1
Al>O3 nanofluids was substantially slower than the M2 nanofluids. This observation contradicted
with the findings reported by Suganthi and Rajan [8]. The researcher inferred that the addition of
distilled water into nanoparticle-ethylene glycol (EG) dispersion could improve the stability
behaviour as direct contact between water molecules and the nanoparticles had been minimized

and this could reduce the aggregation rate and sedimentation rate eventually [8,20].
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CC molecules

DW mo|ecu|es AlLO, molecules
“ i " b ® ©e 0. 5%
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solid particles ieed
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(@)
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d|St|IIed water

o Distiled water (OW) @) Coolant (CC) ‘ Aluminium oxide (AL,O,)

molecules molecules molecules

Figure 5. Mechanism of liquid layer in nanofluid when formulated with a) Method 1 and b) Method 2 (ai: CC-DW
mixture, aii: Al,03-CC-DW-M1 nanofluid, bi: Al,Os-CC mixture, bii: Al,O3-CC-DW-M2 nanofluid).

Day/
vol.%

0.5
vol.%

2.0
vol.%

Figure 6. Stability of nanofluid formulated by method 1 as a function of time
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Day/
vol.%

0.5
vol.%

2.0
vol.%

Figure 7. Stability of nanofluid formulated by method 2 over time.

The contradictory result might be attributed to the strong intermolecular forces due to the change
of flow behaviour from Newtonian to non-Newtonian characteristic. As found in Figure 4, Al2Osz-
CC-DW nanofluids formulated by M1 were highly viscous especially at high concentration of
2.0% and at the same time demonstrated excellent stability behaviour. These results were
comparable with observations reported by Kole and Dey [3]. Their rheological studies
demonstrated greater than that 0.4%, nanofluid behave like non-Newtonian fluid. They found that
nanofluid that demonstrated a non-Newtonian characteristic exhibited a very good stability
behaviour for over 80 days in comparison to the nanofluid that demonstrated the Newtonian fluid.
Hence, it was strongly believed that the good stability behaviour of the M1 nanofluid compared to

that of M2 was due to the non-Newtonian property.

Apart from that, in both formulations, it was found that Al,O3 -CC-DW nanofluid with 0.5 vol.%
exhibited the fastest settling rate compare to that of 2.0 vol.%. This result contradicted with the
previous observation reported by [21,31]. The authors claimed that the stability of the Al,Os-DW
nanofluid became worse at high concentration of nanoparticles because when the amount of solid
particles increased, the distance between each particles reduced. Hence, there was a higher chance
of collisions to occur between the particles, which would trigger rapid aggregation process.
However, the interpretation was different from Amrollahi et al. [22] who investigated the effect of
sonication time on the settling rate of carbon nanofluids. They observed that at a shorter sonication

time less than 10 hours, nanofluid with 2.5 vol. % settled faster than nanofluid with 0.5 vol.%

11
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concentration. Meanwhile, at a longer sonication time of 25 hours, 2.5 vol. % carbon nanofluid
was physically stable than the 0.5 vol. % solution. Amrollahi and his co-worker concluded that in
order to produce a homogenous and stable suspension, different volume concentrations of
nanofluid require different preparation times. Moreover, a prolonged preparation time caused the
solution to be unstable due to the excessive energy delivered to the fluid system [23-25]. Hence,
the faster sedimentation rate of 0.5% Al.Os -CC-DW nanofluid was because of the excessive
mixing energy received by the solution. When this happens, nanoparticles are encouraged to re-
agglomerate more rapidly and subsequently increased the sedimentation rate.

3.2 Thermal Conductivity and Specific Heat Capacity of nanofluid

The thermal conductivity (k) of Al20Os—CC-DW nanofluids is investigated with different
formulation methods and volume concentration as presented in Figure 8. It was conspicuous from
the figure that k value of nanofluids were relatively larger than that of their base fluid and the trend
increased linearly with concentration of nanoparticle. It was also noticeable that k value of
nanofluids with formulation M2 were larger in comparison with conventional method of ML1.
Therefore, the addition of water into the CC-DW mixture not only reduced the viscosity as in

Figure 4 but also enhanced the thermal conductivity property of nanofluid.

Figure 9 presents the results of specific heat capacity (Cp) Al203—CC-DW nanofluids and its base
fluids against experimental time between 500s and 3000s. It was seen that specific heat value of
0.5% and 2.0% Al,O3—CC-DW nanofluids were increased with heating period. These results
exhibited that capability of all solutions to absorb heat enhanced with increasing experimental time

along with temperature rise.

ALO_-CC-DW M1

B ao0ccowme

o
T

o
o
T

Thermal conductivity, k (W/m K)
o =]
-~ (2]
T

o
[N}
T

0.0 05

Concentration (vol.%)

Figure 8. Thermal conductivity of Al,Os—CC-DW nanofluids.
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Figure 9. Specific heat capacity of Al,03 —CC-DW nanofluids.

Apart from that, it was found that C, value of fluid containing Al.Oz nanoparticles was always
larger than that of CC-DW base fluid. However, C, value experienced a reduction in the
enhancement when further increased volume concentration of nanoparticles from 0.5% to 2.0%.
Such behaviour of C, over nanoparticle concentration had been observed in other kinds of
nanofluid [26,27]. ljam et al. [26] found that the C, value of graphene oxide—deionized water—
ethylene glycol nanofluid substantially increased with nanoparticle concentration from 0.01 to 0.05
wt.%, but the value decreased when the concentration exceeded 0.07%. Similarly, for multiwall
carbon nanotube-water— ethylene glycol nanofluid, Kumaresan and Velraj [27] reported that the
reduction in the improvement of Cp, occurred at higher concentration of beyond 0.45%. These
experimental observations indicated that there was a limit in the amount of nanoparticle suspended
in the base fluid, where it become a margin between the enhancement and reduction trend of

specific heat capacity.

3.3 Thermal Performance: Grashof number, Rayleigh number and Nusselt number

From the natural convective experiment, thermal performance of Al,O3-CC-DW nanofluid is
evaluated in term of Grashof number (Gr), Rayleigh number (Ra) and Nusselt number (Nu) as
depicted in Figure 10, Figure 11 and Figure 12, respectively. From Figure 10, it was found that
only the base fluids of CC-DW mixture experienced a sharp augmentation of Gr value, while all
nanofluids behaved contrarily against heating period. Besides that, Gr value of nanofluids were

lowered than that of base fluid and deteriorated with increasing of nanoparticle concentration.
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These results demonstrated that the presence of nanoparticles in the fluid medium retarded the
motion of fluid and energy exchange rate driven by buoyancy force.

For nanofluid system, the existence of nanoparticle was expected to augment the temperature
gradient and subsequently velocity of fluid flow because the Brownian motion of solid particles
became aggressive with increasing temperature. However, from the experimental results, it was
observed that the presence of nanoparticles decelerated the velocity of fluid across the enclosure
as the Gr values were lower than that of base fluid. These findings were absolutely contradicted
with the results reported by [15,28,30] as the respective authors inferred that by suspending
nanoparticles into base fluid, the fluid flow and velocity distribution were explicitly enhanced,
thus leading to the escalation in the rate of energy transfer.
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Figure 10. Grashoff number of CC-DW and Al,O3 nanofluid of formulation M1 and M2.
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Figure 11. Reduction of Rayleigh number of Al,O3—CC-DW nanofluids over time.
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A similar trend of Gr of nanofluid as a function of heating was observed for the Rayleigh number
(Ra) as presented in Figure 11, where only the base fluid exhibited an increment in Ra value and
degradation of Ra of nanofluids became worse with increasing nanoparticle concentration. This
result was identical with the numerical study done by Snoussi et al. [29]. The authors suggested
that at high nanoparticle concentration, the solution became highly viscous and tend to retard the
fluid movement and consequently the convection effect. They inferred that Ra behaviour was very
sensitive towards viscosity of nanofluid. For nanofluid, the degradation effect of both Gr and Ra
became less when formulated with M2 compared to M1. It might be attributed to the enhanced
physical properties of nanofluid as a result of the strong liquid layering of hydrogen bonding in
formulation M2.

From the Gr and Ragraphs, the presence of nanoparticle deteriorated the Nu as shown in Figure
12, where Nu value of nanofluids were profoundly worsen with increasing of nanoparticle
concentration. Experimental investigation done by Kouloulias et al. [13] also demonstrated similar
trend, where the suspension of alumina nanoparticle in deionized water had significantly degraded
the heat transfer coefficient and the values degenerated with increasing concentration of alumina.
The authors claimed that the deterioration of heat transfer performance was attributed to the severe
sedimentation of nanoparticles when subjected to the heat as they discovered the deposition of
Al>03 nanoparticles on the hot plate though the nanofluid was in a good stability condition before
the experiment started.
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Figure 12. Nusselt number of Al.0s-CC-DW nanofluids as a function of time.
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To prove such occurrence was also present in the present study, a dummy heating test was
conducted as shown in Figure 13 since sedimentation phenomenon cannot directly observed during
natural convective experiment. It was done by heating the nanofluid at a constant power input for
30 minutes. After 30 minutes of heating, nanofluid with 0.5 and 2.0 vol.% were conspicuously
separated into two layers, where the lower layer which closed to the heat source is dominated by
the white layer that was believed belong to Al>O3 nanoparticle. These results obviously showed
that imposing heat to the nanofluid would rapidly augment the rate of aggregation process, induced

the particles to free themselves from the bulk fluid and eventually deteriorated heat transfer

Layer 1
Layer 2

performance of the solution.

"".,‘"*7

i) 0 minute ) 10 minute ) 15 minute

Figure 13. Separation of Al,O:—CC-DW nanofluids solution when subjected to heat.

4. Conclusion

In the present study, Al2O3 nanoparticles are dispersed in the mixture of car coolant and distilled
water (CC-DW). Modifying formulation strategy has been utilized in order to acquire Al,O3-CC-
DW nanofluid with good stability behaviour. The results revealed that liquid layering of molecule
has a huge influenced on the stability behaviour, density, viscosity, thermal conductivity and
specific heat capacity properties of nanofluid. Enhancement in physical properties were observed
in Al203 nanofluid with new formulation of M2. From the natural convection experiment, it was
found that the addition of Al>O3 nanoparticles in CC-DW base fluid has deteriorated the Grashof
number, Rayleigh number and Nusselt number. Deposition of nanoparticles when subjected to heat
was the main contributory factor of this deterioration. However, the deterioration effect became

less when employing nanofluid with new formulation.
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Abstract: In this paper we investigate numerically and experimentally the effect of thin Silicon (Si) splitter
parasitic Fabry-Perot and Si/Air splitter Silicon dispersion on the white light interferometry of deeply-
etched MEMS interferometers using Silicon On Insulator (SOI) technology. The numerical simulations and
practical measurements show that multiple internal reflections inside the thin Silicon splitter form a
parasitic Fabry-Perot cavity inside the MEMS interferometer. This results in duplicated side interferograms
that practically limits the interferometer maximum optical path difference and hence the resolution of
MEMS based FT-IR spectrometer. Silicon dispersion, in case of Si/Air splitter results in a chirped and

shifted interferogram that can be compensated using very long travel range electrostatic MEMS actuators.

Keywords: White Light, Dispersion, Interferometer, MEMS, SOI, Deeply-Etched.
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1. Introduction

Deeply-Etched optical MEMS interferometers and filters using Deep Reactive lon Etching [1- 5]
(DRIE) of SOI [6, 7] wafers have become one of the most enabling technologies for FT-IR micro-
spectrometers [8-15] and MEMS based Swept Lasers [16- 18]. Fully integrated deeply-etched
Michelson [8] and Mach-Zhender [11] MEMS interferometers have been implemented using this
technology and used for MEMS based FT-IR spectroscopy. Two types of deeply-etched splitters
have been presented in literature: thin Si splitter [10] and Si/Air beam splitter [8]. A scientific
study comparing the performance of deeply-etched interferometers using these two types of
splitters with a white light input [23-29] has not been presented in literature, far to our knowledge.
The operation of MEMS interferometers with the two splitter types have only been studied using
a monochromatic input source [8-13]. The target of this paper is to compare the performance of
deeply-etched MEMS interferometers with thin Silicon and Si/air beam splitters with a white light
input. The comparison focuses on two main effects: The first is the effect of parasitic Fabry-Perot
(FP) cavity formed by the thin Si splitter and the second is the effect of Silicon dispersion in Si/air

beam splitter, both on the MEMS interferometer output interferogram.

The comparison is done with the Si/air splitter in a Mach-Zhender Interferometer (MZI)

configuration while the thin splitter in a Michelson Interferometer (MSI). The fabrication of MZI
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with two thin splitters would double the problem of parasitic FP. The two splitters will not have
exact dimensions due to DRIE errors imposing additional unknowns to the study in addition to
introducing robustness issues. These reasons motivated the use of two different configurations for

the study.

The first section of the paper describes the two MEMS interferometers with the two splitter types.
The second section explains the parasitic FP and dispersion effects caused by the two splitters and
provides the mathematical representation of the output interferogram. The third section estimates
the two effects using numerical simulations and the last section presents the practical
measurements of the output interferogram of the two interferometers with white light input and
compares the results with the numerical simulations. Part of the numerical results about dispersion
in Mach-Zhender interferometry has been presented in MOC2017 Conference in Japan [30]. The
numerical analysis of thin Si splitter effect, detailed analysis of Si/Air splitter dispersion effect and

all practical results are all new additions.
2. Deeply etched interferometers

The two deeply etched interferometers under consideration are a MSI with thin Silicon beam
splitter and a MZI with two Si/Air beam splitters. The layouts of the two deeply etched
interferometers are shown in figure 1 and figure 2. The fabrication steps have been discussed in
our previous work [8, 11]. The Michelson interferometer consists of a moving mirror M1, a fixed
mirror M2, thin Silicon splitter BS and two input and output fiber grooves. The optical path
(L1,L2) of the two beams is designed to be equal. However after fabrication a mismatch may occur
due to DRIE over etching errors. Also misalignment of the input fiber core form mean ray position

at the center of the splitter may cause additional optical path mismatch.

The MZI consists of two Si/Air beam splitters BS1 and BS2, two moving mirrors M1 and M2, a
total internal reflection (TIR) mirror M3, an input fiber groove and two output fiber grooves [11].
The two mirrors can be moved at the same time using the same MEMS electrostatic comb actuator.
Recording the output power with the motion of the moving mirrors gives the interferogram of an

FT-IR spectrometer [11].
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Figure 2. Layout of deeply- etched Mach-Zhender interferometer with two Si/Air beam splitters.

3. Description of parasitic Fabry-Perot and Dispersion Effect
3.1 Parasitic FP effect in thin Si splitter

The thin silicon splitter has two Si/air interfaces parallel to each other and aligned by optical
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lithography with a thin layer of Silicon separating them. The multiple reflections in this thin Silicon
layer forms the parasitic Fabry-Perot effect. In conventional bulk spectrometers this can be easily
overcome by Antireflection (AR) coating one side of the splitter to match air. This is not feasible
in a deeply etched MEMS interferometer fabricated in a one lithography step using DRIE. A
subsequent coating step will also coat the micro mirrors in front of the splitter from both sides in
addition to introducing uniformity issues in an in-plane deep structure. The complex amplitude of
the electric field at output of the Michelson interferometer with thin Si splitter assuming a plane

wave model is given by:

L2
_Ji

Eop _ Einrfpt o exp{ - (Lin +2L + Lop +MOPD |- jﬁ}

2

+E. r_t exp—jz—ﬁ L. +2L_+L +OPM |- jx
in fp fp AL In op

where tfp and rg are wavelength dependent transmission and reflection coefficients for a

Fabry-Perot cavity with an arbitrary incident angle 6 [21]. ts and 1y, are given by:

{ - ttr, exp(in 27 d )
= i
P 1-r? exp(j 2nd Zcos@) 4 c0sd
tt, , 2r
r]cp =r,+ exp(] 2nd 7cos 0)

1-r?, exp(j 2nd Zcos 0)

L1 and L2 are the length between thin splitter and first and second mirrors respectively as indicated
in figure 1. MOPD is the optical path difference due to mirror retardation which is double the comb
displacement. Lin and Lop are the length of input and output grooves till fiber tip respectively.
OPM is the optical path mismatch between L1 and L2 caused by DRIE errors, fibers misalignment
and verticality of deeply-etched surfaces. The m factor accounts for a w phase shift at the mirror
[21]. (r12,t12) and (121,t21) are the Fresnel reflection and transmission coefficient from air to Silicon
and from Silicon to air respectively [20]. d is thickness of the thin Silicon splitter.

3.2 Dispersion Effect in Si/Air Splitter
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The dispersion effect in case of the MZI with two Si/Air beam splitter rises from the fact that
one of the optical beams has its optical path completely in Silicon with wavelength dependent
refractive index while the other beam is completely in air. The monolithic integration of the MZI
with thick splitter using DRIE causes this effect to be inherited in the structure. Si cannot be placed
in the air path as it will cause multiple parasitic coupled cavities with the moving micro mirrors
and loss of power in path L1. At the first output of the MZ interferometer with Si/Air beam splitter
the electric field is given by:

.27 .
Eopl = Einrslrsz exp{—Ji( Lin + L1+ Lop +MOPD + L0p1)+ jﬂ}

27
+E, 1 fqte exp{—jﬂ(LinJrn(/l) L2+Lop+|‘oplﬂ

where (tsi,rs1), (ts2,rs2) are the transmission and reflection coefficient at the first Air/Si (BS1) and
second Si/Air (BS2) beam splitters, respectively calculated from Fresnel equations [20]. A w /2
phase exists between the reflected and transmitted beams at each beam splitter [21]. The intensity
of the interferogram at the output is given by:

1:|E

opt |

The wavelength dependent refractive index can be calculated from a temperature dependent

Sellmeier model [22]:

772(/1,T):1+Z S, (;Z/}r)

where Si are the strengths of the resonance features in the material at wavelengths Ai and T is the

temperature which is assumed to be 300 K.
4. Numerical model

4.1 Numerical estimation of parasitic FP effect
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To numerically investigate the parasitic FP and dispersion effects a simple plane wave model was
used based on the equations in the previous section. The new additions in the model are the
wavelength dependent refractive index n(A) and the embedded parasitic FP effect in rfp and tfp. A
white light input is assumed in the wavelength range 1.2 um to 1.7 um with equal amplitude for
all wavelengths. The numerical simulator computes the electric field for each input wavelength at
the output of the interferometers. All field components are then added and intensity is calculated.
L1 and L2 of the MSI are designed to be 650 um. The thin splitter thickness after fabrication is
estimated to be 2.5 um. Measured MOPD of the comb actuator is 50 um. OPM is estimated to be
26 um to fit with experimental results. This value is reasonable as the error in DRIE process is
proportional to the size of the area to be etched [11], fibers misalignment and verticality of the
deeply-etched surfaces. The simulated interferogram at the output of the MSI is shown in figure
3. Itis clear that the parasitic FP causes duplicated side interferograms to appear limiting the useful
optical path difference of the interferometer and hence resolution in case of FT-IR spectroscopy

[21]. The location of the duplicated interferograms is function of the splitter thickness.
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Figure 3.Numerically simulated interferogram of deeply-etched MSI showing duplicated side interferograms.

4.2 Numerical Estimation of Dispersion Effect

For the MZI, the comb actuator OPD is 130 um [11]. The interferogram at the first output was
simulated for the 130 um OPD that can be practical achieved by the comb and a theoretical
extension of 350 um as shown in Figure 4. The Si dispersion effect causes the interfergram to be

chirped and shifted. For an OPD of 130 um, part of the intereferogram is practically outside the
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achievable 130 um OPD. Thus the dispersion effect of the Si/Air beam splitter needs to be

compensated by long travel range electrostatic comb actuators with about 250 um OPD.

64 T T T

T T
——————— Chirped Interferogram at 350 OPD
521 — Chirped Interferogram at 130 OPD ||

50+

48

B
[
T

roeoene
QAL

Intensity (a.u.)
D Tt ot ey
SRS

B
)
T

38+

36+ 4
Practical OPD by comb actuator|  Theeritical Extension of OPD
34 : : S \ . .

0 50 100 150 200 250 300 350
Optical path difference (um)

Figure 4. Numerically simulated interferogram of deeply-etched MZI showing chirped and shifted interferogram.

5. Practical measurements of white light interferogram

The setup used in the characterization is shown in figure 5. It consist of a white input source with
tungsten lamp (1.2 um — 1.7 um), multimode fibers with 62.5 um core inserted into the
micromachined grooves aligned with the interferometer splitter, an Agilent optical InGaAs
detector connected to a GPIB interface with personal computer and 5 degree-of-freedom micro

positioners for fiber alignment.

Microscope

White Source
(1.2um — 1.7 um)

Micro positioners

Figure 5. Characterization Setup

Measured interferogram of the MSI is shown in figure 6. The interferogram appears with side
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duplicated interferograms caused by parasitic FP effect as expected. Their location depends on real
thickness of the thin Si splitter after fabrication. The ZOPD position is shifted by 26 um due to
fiber misalignment and etching error as discussed before. The difference between the measured
side interferograms and numerical simulation is attributed to the beam divergence in the micro
optical structure with increasing OPD which has not been accounted for in the numerical model.
The glitches may be caused by mirror vibration at the start of actuation or contamination particles
in the structure after words as the interferometer is not caped and tested in a non clean room. For
the MZ interferometer the measured interferogram after numerically removing the effect of decay

in the measured power with increasing OPD is shown in figure 7.
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Figure 6. Measured interferogram of MEMS MSI with thin Silicon splitter showing the effect of

parasitic FP.

The white light input source power is about -60 dBm and the MZ interferometer loss is around 10
dB [6] causing the amplitude of the output interferogram to be very low and measured power to
be comparable to the noise level. The final step is to calculate the absolute of complex Fast Fourier
Transform (FFT) to compensate for dispersion effect, and remove undesired noise as shown in

figure 8.
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Figure 7. Measured interferogram of MEMS MZI with Si/air splitters showing dispersion effect.
The MZI output Power Spectral Density (PSD) agrees with the MSI PSD for long wavelength

while in the short wavelengths some defects appear for the MZI as shown in figure 8. We attribute

this to the limited OPD (130 um) of the MZI causing the chirped interferogram to be only partially

collected.

Figure 8.

6. Conclusion
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Interferogram FFT for thin Silicon and Si/Air beam splitter interferometers.

We have presented numerical and practical study on white light interferometry of SOI deeply-etched fully

integrated MEMS interferometers. The thin Silicon splitter causes a parasitic Fabry-Perot effect that results

in duplicated side interferoargam which limits the useful OPD and hence resolution of an FT-IR

spectrometer. The Si/Air splitter suffers from dispersion effect that can be compensated using long travel

29



[1]

[2]

3]

[4]

[5]

[6]

[7]

(JESC) The Journal of Engineering, Science and Computing Issue I, Volume I, April, 2019

range actuators making it the better choice for an FT-IR spectrometer in terms of optical resolution,

robustness and reliability.
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Abstract: Coupled shear walls are vertical shear walls or elevator cores with openings connected
together by beams or slabs. In the present work, the behavior of the reinforced concrete coupled
elevator cores of multistory building has been investigated under the seismic loads. The system
consists of two U-shaped in the plan monolithic walls, connected at slab levels by beams. Seismic
loads were determined according to the International Building Code, IBC-2015. The elastic
analysis of the models, was carried out using finite element method (FEM) and the results were
compared with the results obtained using the closed form solution (analytical method). Results
show that the rigidity of coupling beams has significant effect on the dynamic behavior of the
coupled wall system. The presence of connecting beams and the increase of their rigidity resulted
in valuable decrease in the period of vibration and deformations of the coupled wall system in all
models. Shear stresses in the cross sections of the connecting beams were calculated in accordance
to the American ACI Code and Eurocode. It was observed that in some beams it is possible to use
only the minimum required reinforcements, whereas in the majority of the cases, designed shear

reinforcement must be provided for the connecting beams.

Keywords: Coupled Shear Walls; Dynamic Behavior; Lateral Loads; Elevator Cores, Finite
Element Method; Analytical Method; Shear Stresses.
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1. Introduction:

The special feature of the systems in question is the substantial difference between the flexural
rigidity of each separate wall and entire system as a whole. In this case, this difference significantly
depends on the degree of fixing the beams, which connects the walls. For the case of hinged
connection of beams to the mating walls, the flexural rigidity of entire system is equal to the sum
of the flexural rigidities of all walls, which forms the system. In the hinged connected beams, the
shear does not appear in this case, but they only redistribute the general horizontal loads on the

system between its vertical elements proportional to their rigidity.

In the case of rigid connection for beams with the walls, beams contribute to the system by resisting
shear forces, which is generated between the coupled walls, and the entire system is deformed as

a frame.

Investigation of dynamic behavior of the coupled shear wall system is the focus of interest of many

researchers at the present time [1, 2, and 3]
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In the present paper the effect of the connecting beam rigidity on the dynamic behavior of the

coupled shear wall system under seismic loads was investigated.

2. Structural Action of Coupled Shear Wall System
2.1 Coupled Shear Wall:

The ratio of the sum of the flexural rigidities of the separate walls of composite system to the
horizontal rigidity, which substitutes the composite system of frame, is called the degree of the

coupling of walls or the degree of fixing the beams to walls.

The degree of the coupling of walls can be defined just as the ratio of the moment of internal forces

in the walls to the moment of the external action:

_P-L,

C
M

ey

(1344
1

F; = Value of the concentrated load on system at the level
L,, = Distance between centers of gravity of the sections of walls,
hi = Distance from the base to the level “i”, and

P = Axial force in the walls.

The value of pair of internal axial forces in the walls depends on the shear, resisted by the
connecting beams. Therefore, the beams which connect the walls substantially influence the
systemic reaction of the system, and this influence increases with the increase of the stiffness of
the connecting beams. At the same time, in the case of flexible beam connection, the behavior of
the system approaches the behavior of separate free walls. Short-span beam connection is more
effective, since this increases the shear capacity of the beams. It is considered that in the flexible

concrete plates, the steep gradient of the diagram of the bending moments takes place.

In some works, the behavior of systems, which consist of the coupled shear walls, was investigated
analytically and numerically [4, 5, and 6]. On the basis of these studies, the conclusion is that the

displacements of the connecting beams obtained analytically are frequently more than those ones
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measured experimentally for the same beams. It was also noted, that in practice, rigidity of
connecting beams frequently exceeds required values compared to the design [7, 8, and 9]. Studies

show clear contrary [10, and 11].

The high degree of coupling in the majority of the practical cases causes bending at the supporting
zones of the beams. It was found that one characteristic of the degree of coupling does not always
satisfy the requirements of the parameter for predicting the spectrum of reactions or determination
of the expected behavior of coupled walls [8]. The additional parameters of the rotation at the top
of walls, flexibility or relative rigidity of walls and beams, are required for the accurate estimation

of the reaction of the coupled shear walls.
The investigations of the enumerated parameters include:

1. Evaluating of the role of the critical geometric parameters in the determining characteristics of
the coupled shear walls, with the focusing of attention to the requirements of the arrangement of

connecting beams;

2. Determining the collection of the characteristic prototypes of constructions for further nonlinear

analysis;

3. Determining the additional parameters, which are effectively shown in the coupled structural

systems.

The purpose of this study consisted of the development of the parameters, which allows to
accurately estimation the initial data, the global behavior of the composite systems, the local

behavior of coupling beams and the relation between the global and local behavior.

3. Parametric Study:

Aim is to investigate the effect of the enumerated parameters, a core in the form of two monolithic
reinforced concrete walls of u-shape, coupled by beams at the opening portion in the lateral wings
of walls. Both walls have identical shape and dimensions in the plan and thickness of 400 mm
throughout the entire height of the building. The height of floors is considered constant and equals
3.0 m. The coupling beams, in all models, have a span of 1.0 m, a width of 0.40 m and thickness
of 0.5, 0.6, 0.7, 0.8, 0.9 and 1.0 m. A row of models of these coupled shear wall systems with

number of stories of 10, 15, 20 and 25 is examined. It is considered that because of the symmetry
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of the models, torsional moment will not take place. Figure 1 shows coupled shear walls model.
Shear walls are considered fixed at base and modeled using shell elements with mesh 1.0 x 1.0 m.

The coupling beams are modeled as frame elements.

The weight of the structures at each floor is taken as 15000 KN. The compressive strength of
concrete was considered equal to 30 MPa and the concrete modulus of elasticity (Ec) was assumed
to be 26000 MPa.

H=nh

Tap—

Figure 1. Coupled Shear Walls Model
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4. Analysis of Models:

The elastic analysis of the models was carried out by FEM and is compared with the calculation
by closed form solution (analytical method) [5]. The analytical calculations of continuous systems
give the final form of formula for calculating internal forces and displacements. Horizontal seismic
load acting on the models is considered in accordance with the IBC [8].

The used values of the period of vibration were determined by the FEM using SAP2000 [12]. All
internal forces, reactions and lateral displacements of the models have been determined from
SAP2000 models as well.

For the analysis of the behavior of systems, the parameters a, k and H, were used [9, 10 and 11]:

121 .12
o = _ ctw (2)
I3-h-1

(A +A4y)-1
K= [1+——— 3
\/ +A1'A2'L‘2/V ()
I = Iy (4)
.=
1-&3§522><12
12GA,

Where a and k are analytical parameters which are constant;
I, = Moment of inertia of the connecting beams;
I = Moment of inertia of the walls sections, equal to l1+1;
Az and Az = Cross-sectional areas of the walls.

The parameter ‘e’ depends on the relation of the rigidity of connecting beams and walls. Low
value of a indicates a relative flexibility of the connecting beams of system. In this case, the general
behavior of the system of walls will be characterized in essence by the bend of each wall. Higher

value of a leads to larger interaction of the walls with each other.

The parameter ‘K’ characterizes the relation of the bending of the walls of system. This parameter
has the lower limit, equal to 1, and it varies in this study from approximately up to 1.2. This
parameter usually has a value, which is equal to 1.1, in real structures.
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The parameter (degree of coupling) D is defined as:

A+ AT\ 12-1.- 12
D=K-a-H=\/<1+(1 2) > < W.H2 (5)

Al'Az'L‘z/V L%'h'l

Where, H is the total height of the structure.

The parameter ‘D’ can be interpreted as a criterion for the stiffness of connecting beams, which is
substantially depending on their lengths. If the connecting beams have zero rigidity (D = 0), then
external moment bends only walls. In this case, the construction behaves as a pair of walls,
connected by beams with hinged ends. If the connecting beams are absolutely rigid (D = ), then
the behavior of the system approaches a bend of the simple cantilever, fixed at base. Figure 2

shows the increase of degree of coupling with the increase of connecting beam height.

g
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% .
S, — B - 10-Stories
T
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0.2 =% - 20-Stories -]
—O— 25-Stories
0.1
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Height of Beam Section, m

Figure 2. Relation between Degree of Coupling and Height of Connecting Beam
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It is obtained that, with an increase in the thickness of the connecting beams (a measure of rigidity),
the degree of the coupling "C" increases up to 0.45 in the case of 5-story model and to 0.73 for the
25-story model with the section thickness of 0.6 m as shown later in Figure 5. The increase in
connecting beam thickness of more than 0.6 m has small influence on the degree of the coupling
"Cn.

It is acceptable that for D < 1, the structure is considered to have negligible influence on the
connecting beams and it will behave as a system of coupled shear walls with hinged connecting
beams (C < 20%). With an increase in D up to 8, the connecting beams are considered rigid, and

the system responds to domination of one of the walls in accordance with the coefficient ‘k’.

The advantage of the coupled shear walls is mainly in the fact that in such systems, a decrease of
the period of vibration takes place and it is possible to optimize the horizontal displacements of
the system.

5. Discussion of Results:

Figure 3 shows the effect of connecting beam rigidity on the fundamental period of vibration of
the considered models. It can be observed that, the period of vibration decreases in comparison
with case of coupled shear walls connected by hinged beams. This decrease approximately reaches
50% in the case of 10-story model, while it is 60% for the case of 25-story model. The effect of
connecting beams rigidity on the fundamental period of vibration of the system increases with the

increase of system height.

The relation between top displacement of the coupled shear wall models and the connecting beam
rigidity (as indicated by beam section height) is shown in Figure 4. It can be noticed that the top
displacement drops more than 50% for the cases of models height 10-stories and more, once the
beam thickness is 0.2 m. In most cases the lateral displacement dropped by 70 % from the case of
hinged connection. The presence of connecting beams has significant effect on the system lateral
rigidity.
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Shear stresses in the cross sections of the connecting beams were calculated and compared with
the limiting values of the following Codes: Egyptian Concrete Code (ECC-203), Eurocode for
concrete structures (EC-2), American Concrete Institute (ACI-318-14), and Saudi Building Code
for reinforced concrete structures (SBC-304) [4, 13, 14, 15 & 16]. The shear design provisions in
ACI and SBC-304 are the same, which is the same case for ECC-203 and EC-2. It is clear that in
some beams it is possible to use only the minimum required reinforcements, whereas in the
majority of the cases designed shear reinforcement must be provided for the connecting beams
(Figure 5).
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Figure 5. Shear Stresses in Connecting Beams and Codes’ Limits

Figure 6 shows the distribution of shear forces in the connecting beams along the height of all
models for the case of beams section thickness 0.7 m. Maximum shear force generated in
connecting beams at 0.2 to 0.4 of the model height from base. Connecting beams at levels from

0.2 to 0.6 of the total height, carry more than 80% of total shear forces generated in all connecting

42



(JESC) The Journal of Engineering, Science and Computing Issue I, Volume I, April, 2019

beams. With the increase of the height of the model, shear forces in the beams of the lower stories
increase and they decrease for the upper stories. This is due to the decrease in shear deformations
with the increase of the building height.

1.2

- ® - ]0-Stories

1 —A— 15-Stories |.__
=% - 20-Stories
0.8 —O0— 25-Stories |---

0.6 |-=mmmmmmmmmmmdmmmmmoemoenohs oo S o IR

0.4

Relative Building Height

0.2

0 0.05 0.1 0.15 0.2 0.25

Relative Shear Force

Figure 6: Distribution of Shear Forces in Connecting Beams

6. Conclusion

Dynamic behavior of coupled shear wall system has been investigated under seismic loads. The
analysis shows that the connecting beam rigidity has great influence on the coupled wall system
behavior. The dynamic properties of the system (period of vibration and top displacements)
decrease significantly with the increase of the connecting beam rigidity. The shear stresses in

connecting beams in all investigated models are within the current Codes’ limits. The maximum
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shear forces generated in connecting beams are located at 0.2 to 0.6 of the coupled wall system

height. The design of connecting beams at these levels need more attention.
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Abstract: The electrochemical polymerization of thiophene to BF4 doped polythiophene using
electrochemical cell fitted with a platinum working electrode and ammonium fluoroborate in
propylene carbonate electrolyte showed the efficiency of electropolymerization reaching to 100%.
The aqueous ammonia is very commonly used as undoping agent for conducting polymers. The
work on the undoping of BF4 doped polythiophene by dry ammonia was carried out in order to
corroborate the mechanism of undoping vis a vis polyacetylene. The work on the mechanism of
the dry ammonia undoping of BF4 doped polythiophene (PTh":nBF4") by dry ammonia is novel
in the sense the mechanism is strongly supported by our previous works and the scanning electron
micrographs showing the formation of NH4F crystals. The mechanism of irreversible undoping of
BF4 doped polythiophene by moisture is also proposed. The scanning electron microscopy showed
the surface of the BF4 doped polythiophene films produced to be extremely smooth while the
beautiful microdendrites composed of globules were formed on the edges of the working electrode.
The microdendritic growths of such morphology have also been observed in polypyrrole produced

by electropolymerization.

Keywords: Electropolymerization efficiency, scanning electron microscopy, polythiophene,

mechanism of undoping
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1. Introduction

The conjugated polymers such as polyacetylene (PA), polythiophene (PTh), polyparaphenylene
(PPP) etc. show a large increase in their electrical conductivity from insulator through
semiconductor to metallic regions on ion-injection by chemical or electrochemical techniques. The
conjugated conducting polymers possess the m-conjugated sp? hybridized carbon backbone and
produced in the p-type doped form by chemical or electrochemical polymerization of their
monomers. The p-type doped forms of such polymers have mobile positive charge carriers (holes)
generally termed as ‘polarons’ and ‘bipolarons’ for electrical conduction along the polymer
backbone [1, 2].

This is accomplished by removal of electrons from the polymer by an oxidant producing radical
cations (holes) on the polymer chain. The movement of the holes on application of voltage causes
electrical conduction along the polymer chains provided the electrostatic attraction between the
holes and the counter-ions could be overcome by thermal energy or by shielding of charged

species. A closely similar is the effect of the interaction between the conjugated polymer chain
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and reductant which produces electrons on the polymer chain causing electrical conduction by the
movement of electrons. This process of great increase in electrical conductivity of conjugated
polymers by interaction with oxidant/reductant is called ‘doping’ in an extremely poor analogy to
that in conventional inorganic semiconductors [3, 4].

For various reasons, doped conducting polymers needed to be undoped which commonly achieved
by reacting them with aqueous or dry ammonia. Ammonia neutralizes or compensates the positive
charges on the backbone killing the electrical conductivity of the conducting polymer and therefore
this undoping process is also called as electrical neutralization or electrical compensation of
conducting polymers. Thus the initial insulating state of the polymer could be regained by reverse
process called as ‘undoping’ by chemically or electrochemically neutralizing the charge on the
polymer backbone. This process may be perceived as an n-type doping of a p-type doped polymer
in which the undoping reagent neutralizes the electrical charge of the polymer backbone by
electron-transfer chemical reaction. The thin films of p-type doped polythiophene were found to
react rapidly but irreversibly with ammonia and water. The interaction between undoping agents
such as ammonia and water with p-type doped polythiophene has been examined and the complete
mechanism of the undoping process in the form of chemical reactions have been proposed for the
first time with the possibility of their use in sensing devices [5. 6-8].

The electrochemical polymerization of thiophene into BF4™ doped polythiophene (PTh":nBF4")
films on platinum electrode and the chemistry of ammonia undoping of polyacetylene (PA),
polypyrrole (PPy) and polythiophene (PTh) has already been reported [5, 6, 9] while the
mechanism of undoping of polythiophene has yet not been discussed to the compeleteness. This
prompted us to carry out the experiments on this aspect of undoping of conducting polymers. In
short, the 100% electrochemical polymerization efficiency, certain morphological features in the
polythiophene films and the formation of NH4F crystals were observed for the first time. The
detailed characterizations of polythiophene studied in this communication have been reported in

several other publications of the author.

2. Experimental
An evacuable electrochemical cell with a platinum working electrode and an aluminium counter-
electrode was used to produce oxidized polythiophene at a current density of 9-12 mA cm™.

Polythiophene films were washed with dry acetonitrile stored over activated molecular sieves and
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dried by pumping on a vacuum line for about an hour prior to experimentation. Chemical undoping
by moisture and dry ammonia was done in an oxygen-free atmosphere using a specially designed
vacuum line fitted with high-vacuum Teflon stopcocks, a Pirani vacuum gauge and a mercury

manometer topped with fluorinated oil [5, 6, 9].

3. Results and Discussion

In this communication, some observations viz. the efficiency of electrochemical polymerization
(Ep) of thiophene, microdendrite formation on the edge of the PTh"":nBF4™ films formed during
electropolymerization and the effect of pumping on the electrochemically prepared PTh™:nBF4~
undoped by dry ammonia are reported for the first time. A complete mechanism for dry ammonia
and moisture undoping of polythiophene is also is presented for the first time.

3.1. Efficiency of polymerization

The efficiency of electrochemical polymerization of thiophene (Ep) was calculated using the
relation (Ep = 2W1/W>) where W1 is the moles of monomer polymerized and W: is the moles of
electricity passed during polymerization. The efficiency of polymerization was observed to be
nearly 100% as evident from the data presented in Table 1. Values approaching to 100% for the

efficiency of electrochemical polymerization have also been reported by some other workers [10].

Table 1. Efficiency of electropolymerization (Ep) of thiophene in different electrolytes.

Polymer:Dopant Current Duration of Mass of Efficiency

(Mol.Ratio) Passed Polymerization Polythiophene (Ep)
(mA) (s) (mg)

(%)
PTh™:nBF4~ (0.1) 29.95 180 2.43 101
PTh™:nBF4 (0.1) 29.95 180 2.35 97
PTh™:nClO4™ (0.065) 29.95 190 2.52 100
PTh™:nClO4™ (0.065) 29.95 190 2.40 95
PTh"™:nAsFs™ (0.07) 22.70 230 2.50 100
PTh™:nAsFs” (0.07) 25.70 220 2.65 98
PTh™:nAsFs™ (0.07) 29.95 160 2.35 103
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3.2. Undoping of polythiophene

It has been observed that polyacetylene doped with AsFs (PA"™:nAsFs”) undergoes undoping by
nucleophilic reaction of dry ammonia with the positive charges on the conjugated backbone
forming C-N covalent bonds leading to the puncturing in the conjugation and loss of electrical
conductivity. In case of electrochemically prepared BF4~ doped polypyrrole (PPy™ :nBFs4"), low
pressures of ammonia undopes the positive charges which could be reversed by pumping
indicating that covalent bonds are not formed [5, 6, 9]. The charge neutralization via acid-base
chemistry involving N--~H™-~N hydrogen bond bridge between the N atom of ammonia and N
atom of pyrrole residues holding positive charges was suggested as was observed by Miinstedt
[11] for the interaction of polypyrrole with aqueous hydroxide ions. This has led many workers to
study the several types of nanocomposites of polypyrrole for sensor applications in the recent years
[12-16]. However, an irreversible reaction of ammonia with polypyrrole at higher pressure and
prolonged exposure to ammonia similar to that reported for polythiophene was observed.

As has been said earlier, the process of chemical compensation may be treated as n-type doping of
a p-type doped polymer or vice versa in which the polymer passes through an insulation state.
Schollhérn and Zagefka [17] have suggested a redox reaction for ammonia or amine intercalation
into layered metal dichalcogenides which has further been supported by the work of Foot and
Shaker on ammonia and amine intercalation into NiPSz and CdPSz [18]. The disproportionation

reaction of ammonia is given here.

8NHs > 6NHs + 66 + Ny (1)

In case of electrochemically prepared BF4s~ doped polythiophene (PTh"™:nBFs+7), dry ammonia
neutralizes the positive charges on the conjugated backbone of polymer without causing the
chemical degradation i.e. the conjugation length of the undoped polythiophene remains unaltered
unlike polyacetylene where conjugation length decreases. FTIR spectroscopic and XRD data
supported the formation of NHsBFs (sublimes ~230°C) and N. In the light of the
disproportionation reaction of ammonia, FTIR spectroscopic and XRD data [5, 6, 9], we suggested

the mechanism of undoping of PTh™:nBF4” in the following equations.
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PTh"™:nBFs~ + nNHs' + ne” > PTh + n NH4BF4 2)
(Conducting) (Non-conducting)

On further pumping on the vacuum line, the undoped polythiophene showed the formation of
hexagonal crystals of NH4F on the surface and embedded in the polythiophene films (Figure 1).
Similar hexagonal structures on the surface of the electrochemically prepared polythiophene have
also been observed by Geetha and Trivedi [20]. By attributing the formation of NH4F (sublimes
~100°C) to the volatilization of BF3 (boiling Point -99.9°C) from NH4BF4. Therefore, further step
into the chemistry of undoping of PTh™:nBF4~ may be added as given

n NHsBFs - n NH4F + n BF3 3
nNHsF > nNHz + nHF 4)
A somewhat similar picture has emerged in the case of moisture undoping of PTh"":nBF4~. An
analogous disproportionation reaction of water for the chemical undoping of PTh":nBF4~ leading

to the formation of HF (Boiling Point ~19.5°C) and BF3 (Boiling Point -99.9°C) via HBF4 (Boiling

Point ~130°C) was proposed by us as presented here.

6H0 > 4H: 0" + 4e + O ()
PTh"™:nBFs~ + nH3O" + ne” > PTh + nHBFs +nH0 (6)
(Conducting) (Non-conducting)

nHBFs - nHF + nBFs (7
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Figure 1. SEM of hexagonal crystals of NH4F formed during ammonia

undoping of PTh™:nBF4™ films prepared by electropolymerization.

3.3. Morphological studies
The electropolymerization of thiophene produced PTh™:nBF4~ films (thickness 3 micron or less)
of very high quality. The scanning electron microscopic studies revealed that the surface of the

films was very smooth (Figure 2) [21-23].
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Figure 2. SEM image of the surface of the PTh™:nBF, films.

At the edge of the films, microdendritic growths of worm-like fibers of different lengths (8-40
micron in diameter) composed of well-organized globules were observed (Figure 3). It is typical,
where a polymer precipitates after attaining certain threshold chain length into globules forms
spherical beads as observed in case of polyethylene [24]. Slightly different types of dendritic
growths were observed in polypyrrole during electrochemical polymerization and undoping by

others as well [25].
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Figure 3. SEM images of the dendritic growths in PTh™:nBF,~ films

prepared by electropolymerization in different magnifications.

4. Conclusion

In conclusion, the electropolymerization of thiophene is a highly efficient process which produces
high quality thin films of polythiophene. Microdendritic growths of worm-like fibers of different
lengths composed of well-organized globules at the edge of the as-prepared polythiophene films.
A complete mechanism of dry ammonia undoping of PTh"™:nBF4™ films is proposed in the light of
our previous work and the formation of hexagonal crystals of NHsF. An analoguous mechanism

of moisture undoping of polythiophene is also proposed.
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Abstract: Aluminium alloys have attractions to be used for a wide range of applications due to its
lower density and the formation of passive film which provide corrosion protection. At high
temperature (more than 250 °C), the passive film may be destroyed, thermally corroded and it will
easily be failed by thermal fatigue failures. This work has investigated the enhancements of plasma
sprayed Al,Os coating on the performance of 6082-T6 aluminium alloy surface against erosion
and corrosion test environments. The study investigates the macro/microstructure and the formed
phases of the plasma sprayed Al.Os formed layer. The erosion resistance of the coated layer, in
particular, the effect of sand concentration and temperature variations to the aqueous slurry
impingement against material properties such as adhesion, ductility, and roughness were
investigated. In addition, a series of electrochemistry tests have been conducted to verify the
corrosion performance. As a reference, the un-coated 6082-T6 aluminium substrate was instigated
in all the experiments. The resulted showed that plasma sprayed Al>Oz coating layer had lamellar
structure of approximately 86% y-Al>Oz and 14% a-Al>O3 phases and contained many voids and
porosity. The coated layer shows good corrosion resistance at ambient temperature. At 80 °C,
small amount of ions penetrations was recorded. The coated layer was completely removed after
polarizing the solution up to 400 mV for 24 hours. Although there was no stability of the current
in the coating during the polarization test, the coating shows lower corrosion current density under

static anodic polarization tests compared to the aluminium substrate indicates better corrosion
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resistance. It has been shown that the erosion of the coated layer shows linear erosion rate. The
erosion rates observed for the coating in elevated temperature are much lower than aluminium
substrate. As a result, the erosion resistance of aluminium alloy can be highly improved by plasma

sprayed Al2O3 coating, especially at high temperature.

Keywords: 6082 Aluminium Alloy; plasma sprayed coating; erosion resistance; Microstructure;

Wear resistance; polarization test.
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1. Introduction
Aluminium is a metallic element which has a natural corrosion resistance at room temperature due
to the formation of very thin oxide layer (few nanometre thick) on its surface [1]. This dense layer

is formed quickly when it is exposed to the environment. The thickness of the layer is dependent
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on the environment parameters. Some of the aluminium alloys also possess attractive properties
such as strength to weight ratio, low-cost material and good weldability which make them good
candidate for wide range of applications such as aerospace, automotive structures, renewable
energy, extraction systems, internal combustion engines and gas turbines sectors. The operation
temperature of some of these applications is relatively high. When the surface of the aluminium
alloys exposed to high temperature for long time, it will easily be oxidized and wearied. Also,
relatively amount of heat losses is expected due to their high thermal conductivity [2-4].

Under aggressive environments, aluminium is subjected to different types of severe corrosion like
intergranular corrosion, pitting corrosion, and many other cracks such as stress corrosion cracking
[5-6]. Pitting corrosion usually attacks aluminium surfaces causing localised holes in the protective
film under chloride corrosive environments which affect the mechanical properties of the metal
like reducing the tensile stress and causing fatigue and stress corrosion cracks [7]. For some
applications, the materials are suffered from many severe conditions of erosion/wear and
corrosion. It led to an irreversible materials degradation, and whenever they take place
simultaneously, the process is known as tribo-corrosion. Tribo-corrosion involves a synergism
between wear and corrosion, since the total material loss when the two processes occur
simultaneously is greater than when they act alone [8]. Insufficient resistance to tribo-corrosion
limit the application of aluminium alloys [9]. For that reason, a thin layer called “thermal barrier
coatings” can be formed on the surface subjected to high temperature for long time, to protect it
from thermal damage. These thermal barrier coatings, usually consisting of ceramics, will protect

the surface and reduce heat loss from inside to outside due to its lower thermal conductivity.

Many technologies were used to form a protective layers/coating on aluminium alloys to enhance
the tribo-corrosion resistance properties of the alloy, such as laser cladding, traditional welding
processes, hard anodization, plasma electrolytic oxidation and plasma-spray ceramic coatings etc.
[10].

Plasma-spray ceramic (PSC) coating is considered a famous and cheap technique for cladding
many metallic surfaces. It can be used to deposit metals, ceramics or even plastics on the surface
of most of the metallic surfaces. Also, the thickness of the coating varies from a few micrometres
to several millimetres [11-12]. Plasma Spray Ceramic Coating is a coating produced by process
in which molten or softened particles are applied by impact onto a substrate [13, 14]. It was first

addressed by Schoop when he studied the production of metallic particles from a molten metal to
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be used as a coating at the beginning of the last century [15]. There are three main stages to form
this coating. Firstly, plasma particles are created as small droplets stream [16]. Secondly, these
particles are subjected to high temperature using heat source generating thermal energy. The
particles’ compositions get changed due to the chemical reaction between the droplet material and
the flame [17]. After that, they are flattened then striking a cold surface at high velocities
generating kinetic energy. A common feature of lamellar grain structure will be formed as a result
of the rapid solidification and cooling processes. The general behaviours of PSC coating are
considered to be porous lamellar structures [18] composed of splats with columnar grain structures

and have voids and pores areas.

Among many ceramics, Al>Oz are the most widely used for cladding the aluminum alloys through
plasma spraying. Besides its low density, high hardness & wear resistance, low cost and its wide
range of available grades, it has excellent thermal stability. The Al>Oz coating can protect its
substrate form severe and harsh environment when wear and corrosion are presented [19].
Beauvais et al., [20] studied the microstructure of plasma sprayed coating using different ceramic
powders (Al203-TiO2, Al203, ZrO>—Y203 (YSZ) and Cr203) on 316 stainless substrates. It was
found that the PSC microstructure was homogenous with low porosity. Also, micro-cracks in the
Al>03 coating were detected as a result of the thermal stresses developed during the process [20].
Song et al., [21] deposited Al.Oz and TiO2 powders using plasma spraying method with different
powers on 6063 aluminium alloy substrate. The coating has high porosity at low power source,
since the parts of the particles did not completely melt and were embedded in the melted lamellar
structure. As the power source increased, the un-melted particles decreased, and lamellar structure
was formed with less particle sizes. Abdel-Salam et al., [22] improved the corrosion resistance of
the 2014 Al alloy through hard anodizing in sulphuric acid electrolyte. They found that the addition
of sulphonate significantly improve the corrosion resistance. Tabakoff and Shanov [23] studied
the erosion behaviour of the plasma ceramic coating that used in compressors and turbines at high
temperature. They reported that TiC coating shows better erosion resistance when exposed to fly
ash and chromite particles. Wang et. al. [24] sealed the plasma sprayed alumina coating through
aluminum phosphate. The results showed that the phosphate penetrates through the interface
between the alumina coating and the substrate and improves the sliding wear resistance.

Most of the previous works [19-26] were focused on the wear or corrosion behaviors of plasma

ceramic coating. In this research work, we planned to characterize both erosion and corrosion of
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the plasma ceramic coating layer that deposited on Al 6082 alloy. The microstructure of the coating
layer was investigated in detail. The hardness, erosion resistance, and corrosion behavior of the

coating layer was evaluated in detail at ambient and high temperatures.

2. Experimental work

The substrate used for PSC coating was 6082-T6 aluminum alloy. The substrate specimens’ discs
were cut with a diameter of 25.40 mm and a thickness of 10 mm £ 0.01 mm to be fitted in the
holder for erosion and electrochemistry experiments suitable for the rig available in the lab. The
samples were coated using a conventional 100 kW atmospheric plasma spraying system. The
powder of grey alumina contains 2.5% of titanium dioxide was feed at constant rate of 15 gm/min,
using a turntable type volumetric powder feeder. The feeding and spraying distances were 24 mm
and 300 mm, respectively. The microstructures of the PSC coating were investigated using
scanning electron microscope equipped with EDX analyzer. The database (ICDD, International
Centre for Diffraction Data) entries used were 00-046-1212 and 01-074-4629 for alpha and gamma
respectively. The area of the peaks was determined using the software XPert Highscore Plus. The
PSC coated layer were analyzed by X-ray diffractometer (XRD). Surface roughness of the coated
surface was measured using Veeco-Wyko NT 3300S Interferometer. An Inductive Coupled
Plasma (ICP) test was performed to assess the amount of ions (AI**) released from the 3.5%NaCl
solution after 24 hours (for temperatures of 20°C and 80°C) of immersing the samples into the
solution at different test conditions. Then, the samples were polarized up to 400 mV against the
reference electrode for another 24 hours. This polarization test was theoretically compared with
Faraday’s Law of electropolsity that gives an indication of corrosion process of these coatings on
the basis of ion movements across the coating layers. The erosion tests were performed using sand
particles through Recirculation Jet Impinging Rig. These sand particles have round shape and
sharp edges with an average diameter between 200 pum and 250 um as shown in the SEM image
in Figure 1. Two sand loadings (200 mg/l & 1000mg/l) and two temperatures (20°C & 70°C) were
selected as the main experimental variables to go gradually from medium to highly severe erosion
conditions. After erosion experiments, the weight loss measurements were recorded after 2, 5, 8
and 10 hours followed by profilometry and microscopic analysis on the surfaces of the coated
samples to analyze the surface of the coated samples after erosion experiments using “Form
Talysurf 120L” equipment in order to measure the surface shape, texture, profile of volumetric

damage and to identify the depth of the attack and the zones which suffer the greatest degradation.
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The microhardness of the coated layer and the substrate were measured (before and after the
erosion test) using Knoop indenter. The shape of this type of indenter is an elongated diamond
pyramid and it is more sensitive to surface conditions than Vickers test which is more suitable for
the thin coatings [27].

AccV pot Magn ‘ w
200kVv 49 50«

Figure 1. SEM image of sand particles used for erosion test.

3. Results and Discussions

3.1 Macro/microstructure analysis

The coated plasma spray ceramic (PSC) consisted of three different layers of about 350 um thick,
starting with a loose layer in the interface region of 87 um as shown in Figure 2 (a). This layer is
followed by the intermediate layer of approximately 250 um and finally the top porous layer of 55
pum. The intermediate layer contains many laminar structures with white colours which could be
the aluminium alloy 6082-T6. Similarly, the SEM cross-sectional image of PSC sample, shown in
Figure 2 (b), reveals that the average coating thickness is about 275 — 280 um. The dark layer (gap)
at the interface is probably due to debonding of the PSC coating from the substrate. Although it is
due to metallographic preparation (sectioning / polishing), it also indicates a poorer bond with the
substrate.
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Figure 2. Cross-sectional view of PSC coating.

Microscopically, the microstructure of the plasma spray ceramic coating (Figure 3) exhibits a
lamellar structure and has many porous regions. The EDX analysis (Figure 4) detected the
elements of aluminium, oxygen and titanium. The PSC coating was prepared using grey alumina
powder which contains 2.5% of titanium dioxide according to the supplier. According to XRD
spectra shown in Figure 5, PSC coating has a-Al203 and y-Al2O3 phases but with lower intensity
peaks. The relative proportions of alpha alumina (a-Al.O3) and gamma alumina (y-Al203) phases
can be estimated from the intensity (area) of the peaks in the XRD plots for the material.
Conventionally, this is achieved using the most intense peaks for each phase and using an RIR
(Reference Intensity Ratio) for each phase. RIR values are normalised against corundum (alpha
alumina, which has a value of 1.0). Due to peak overlap and strong scattering from the substrate,
it was not possible to use the most intense peaks. Therefore, to gauge the relative proportions, less
intense, but unobstructed peaks were used at 25.578° for and 19.318° for gamma. The area of the
peaks was then divided by the product of the RIR and the relative intensity of the peak (from the
database). The amount of alumina phases (a-Al203) available in PSC coating was 14% and Gamma

alumina (y-Al203) was 86%.
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Figure 5. XRD for PSC sample; (a) full plot and (b) Zoomed scale.

3. 2. Electrochemistry

3.2.1 Inductive Coupled Plasma (ICP) Test Results

Figure 6 show the potential current versus time plots to calculate charge transfer at 400 mV for
PSC sample. There was no stability of the current in the PSC sample as many variations of the
curve occurs during the 24 hours polarization test and the currents were relatively high. The first
increase of the current occurs at about 1000 seconds from 1.5 x 102 A/cm? to 3.0 x 102 A/cm?
which could be attributed to high movements of AI** movement through the coating due to its high
porosity. The current fluctuation on the polarisation curves could be attributed for electrochemistry
activities taking place on the surfaces such as localised pitting corrosion in the substrate/coating
interface region [28]. However, the current increases also from about 2.5 x 102 A/cm? t0 5.0 x 10°
2 Alcm? around 7000 seconds where it is expected that the PSC coating has completely removed
from the substrate as shown in Figure 7. This is due to the low adhesion between the substrate and
the coating where ions penetrate between them.
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Figure 6. Current density versus time plots to calculate charge transfer for PSC at +400 mV (Ag/AgCl).

67



(JESC) The Journal of Engineering, Science and Computing Issue I, Volume I, April, 2019

PSC coating

Aluminum

Figure 7. PSC sample after 24 hours ICP polarization Test.

3.2.2 Anodic Polarization (AP) Measurements

Figure 8 shows the results of the anodic polarization resistance for PSC sample together with Al
substrate. The breakdown voltages for all materials can be determined from the anodic polarization
curves at the potential value where the current increased rapidly and deviated from the initial
growing rate. The values of the breakdown potentials of the materials were determined from the
Excel plots and the red lines in these graphs are just to show the method and not indicating the
exact Ep values. The breakdown potential (Ep) is the potential where the passive film of the surface
breaks down. Ey for the ceramic materials indicate the penetration of the electrolyte ions through
the coating defects to the substrate metal. It is expected that the coating would decrease the
possibility of breaking down the aluminium passive film and consequently decrease the current
density and improve the corrosion resistance [29-30].

The corrosion current densities for the materials were determined from the logarithmic scale of the
current density in the anodic polarization curves as shown in Figure 9. The potential was shifted
from the OCP value of the material to 250 mV in the opposite direction to ensure that the cathodic
and anodic currents are different to measure the corrosion current density on the sample by
extrapolating the anodic branch with the line from OCP value. Table 1 summarises the main

corrosion parameters of the materials that were determined from the DC electrochemistry plots
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(anodic polarisation curves). Therefore, PSC coating has lower corrosion current density (2.6E-07

A/cm?) under static anodic polarization tests.
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Figure 8. AP Measurements for (a) aluminium substrate and (b) PSC coating.
Table 1. Summary of corrosion parameters of the materials.
Corrosion Parameter PSC Al
Open circuit potential (OCP) [V] -0.76 -0.7
Breaking down potential (Ep) [V] 1.12 0.2
Corrosion current density (icorr) [A/cm?] from AP Curve 2.6E-07 1.2E-05
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Figure 9. Determination of corrosion current density for (a) Al substrate and (b) PSC.

3.2.3 AC Impedance Plots for Plasma Spray Ceramic (PSC) Surface
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The arc radius in the Nyquist plot of PSC coating was slightly increased after the full period of immersion
test (Figure 10 (a)). This corresponds to the minimal change in the total resistance from the Bode plot shown
in Figure 10 (b). The aluminium substrate can be seen after the corrosion test which indicates that relatively

high amount of PSC coating degradation has occurred due to this chemical reaction.
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Figure 10. (a): Nyquist plots and (b): Bode plots for PSC at different immersion times.

The AC impedance data was fitted using the circuit model (Figure 11) and the results are shown in Figure
12 for Day 10 of the immersion period. Although there is no significant change in the arc radius of the
Nyquist plot of PSC after the full period of immersion test, the total resistance was fluctuating between
these two end points as shown in Figure 13. The increase of the resistance between day 2 and day 5
corresponds to the formation of the corrosion products at the coating/substrate interface that initiated due
to ions transfer in the pores regions of PSC surface. The resistance and phase constant element were
fluctuating during the period of the test (Figure 13) which indicate that part of the PSC coating was
delaminated [31].
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Figure 11. Modified circuit model for PSC coating.
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Figure 12. Fitted data for PSC coating at day 10.
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Figure 13. Time dependence of the Ryt and CPE; for PSC coating after different exposure times.

3.4. Erosion Test Results

This part presents the results of erosion experiments performed on the samples of the aluminium

substrate and the PSC coatings. Figure 14 shows the weight loss measurements of the materials

for ten hours experiments under low (200 mg/l) and high (1000 mg/l) sand loadings at temperatures
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of 20 and 70 °C. The weight loss measurements were recorded after 2 hours, 5 hours, 8 hours and
10 hours to observe how the wear rate of the materials changes with time. The data points have
been fitted with either linear regression line or polynomial curve according to the weight loss trend
for each material. A consistent increase in the wear losses has been observed with increasing both
time and sand loading as expected. Generally, the PSC coating exhibits poor erosion resistance in
the test conditions when compared to aluminium substrate at both sand loading 200 mg/l and 1000
mg/l. The PSC coating has high erosion rate and its weight loss is more than the aluminium
substrate after five hours at low sand loading and four hours at high sand loading. Moreover, the
erosion rates observed in elevated temperature tests are higher than in room temperature tests for

the PSC coated samples and aluminium substrate.

10 10 y = 0.9871x - 0.5742
9 e Al -=-PSC 9 *Al = PSC B R =0.9944
8 81
—_ Temperature = 20 °C; Temperature = 20 °C; n
= 7 sand loading = 200 mg/| =) 7 Sand loading = 1000 mg/|
g £ 6 y = 0.0366x2 - 0.0837x + 2.5288
6 - R®=0.9981
g g ?
3 5 g 5
= 4 24 a4 < .
s =
2 3 o 3 -
) °
s 2 = 2 &
1 1
* & *
0 0
(a) 0 2 4 6 8 10 12 (b) 0 2 4 6 8 10 12
Time (h) Time (h)
30 30
e Al = PSC e Al =PSC
25 25
Temperature = 70 °C; Sand y = 0.0711x2 + 1.1777x + 1.6816
—_ Temperature = 70 °C; y =0.1283x2 + 0.6161x - 0.2213| [ T loading = 1000 mg/I Rg- 0.9843
g 20 Sand loading = 200 mg/| R: 0.95987, g 20 ~ =
@ o =1.9123x + 1.1505 o
& 15 8 15 e °
3 » )
- y =0.6219x - 0.0719 = =
'g, 10 R*=0.9268 S 10 .
‘s o
g . =
5 ¥ = 5 [
— = ””
0 0
(c) o 2 4_ 6 10 12 0 2 4 6 8 10 12
Time (h) (d) Time (h)

Figure 14. Weight loss measurements at different conditions after 10 hours.

It has been observed that the aluminium substrate has good erosion resistance and has a linear wear
rate at low sand loading and low temperature. When the sand lading was increased to 1000mg/I,
large amount of material loss was observed, which match the results of Zhang et al., [32] and Costa
et. Al. [33]. Itis noticed that a large amount of PSC material has been removed due to the impact
loading. Also, its wear loss rate increases sharply compared to aluminium sample where the
erosion rate increases gradually. This indicates that the removed materials of PSC take place as

cracks on the surface followed by chipping off the coating since its surface exhibits brittle material
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fracture. This could be attributed to the low adhesion bonding and pores as shown between the
PSC coating and the substrate in Figure 15.

WD = 13.0 mm Mag= 4.53 KX

Figure 15. High gap size between PSC coating and Al substrate.

3.5. Hardness measurements

The hardness values of the tested materials were obtained before performing the erosion tests to
study the effect on the wear response and the results shown in Figure 16. Before the erosion test,
the micro-hardness values for the coating layer are much harder than the Al substrate. The coating
layer hardness increases as the distance from the substrate increases until near the middle of the
coating (100 um). After that, the hardness decreases as the distance approaches the resin side of
the coating. Also, the hardness measurements of the eroded regions of the coatings were compared
with the un-eroded surfaces after the test and it is obvious that the hardness for the eroded surface
is higher for all materials. The increase of the material’s hardness after the erosion tests is expected
since there is a work hardening undergoing on the surface due to the effect of the impact particles

loading.
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Figure 16: Distribution of hardness values across PSC coating (Knoop Test, Load = 25 g).

3.6. Talysurf Tests

Figure 17 shows the surface textures of the tested samples after ten hours tests for different sand
loadings (200 and 1000 mg/l) and different temperatures (20 ©C and 70 ©C). The 3-D profile of
the sample was captured to show the affected zone of the surface and its type in terms of the
deformation type such as plastic deformation, cutting chip, etc. As clearly shown in Figure 17 (b)
and (d), the sand lading had a greater effect on the erosion rate more than the temperature. Also,
the materials’ volume loss due to impact particles were calculated to be compared with the weight
loss measurements.

Regarding the coating density, it has been approximately determined by coating porosity which
can be studied from optical or SEM images. Limited studies have measured the coating density.
For example, Curran and Clyne [34] has suggested that the PEO density is summation of phase
densities in the coating (a-Al203, y-Al.O3 and amorphous alumina) which theoretically equals to
3.69+0.25 g/cm?. However, this will depend on the phases available in the coating and also affected
by the thickness of the coating.

The density of the removed materials after erosion can be calculated by dividing the measured
weight loss over the volume loss data as shown in Figure 18. There are two reasons that can explain
the anomalous densities of the removed materials against their theoretical values (2.7 g/cm? for the

aluminium substrate and approximately 3.69+0.25 g/cm? for the coatings). Firstly, it should be
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noted the removed materials sometimes consists of the coating part and the substrate which have
different densities. Secondly, the porosity has main effect of the density of the material as the pore
space in the eroded material will increase due to the impact of solid particles [35]. As a result, the
volume of the material will decrease and consequently increase its density as shown in Figure 18.
Thirdly, it is assumed that the measured volume loss from the Talysurf analysis is less than the
actual volume loss of the material. The volume of the removed top layer could not be determined
using this technique. Therefore, most of the measured densities of the materials under different

test conditions are higher than their actual density values.
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Figure 17. 3-D Profilometry tests for PSC coating after erosion test of 10 hours.
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Figure 18. Density of the removed materials after 10 hours erosion tests.
4. Conclusions

In this work, aluminum 6082-T6 was cladded with the plasma sprayed Al.Oz coating process. The
macro/microstructures of the coated specimens were investigated using optical and scanning
electron microscopes. An inductively coupled plasma test was performed after immersion in 3.5%
NaCl solution for 24 hours (for temperatures of 20°C and 80°C). The erosion tests were performed
with water carrying sand particles at different sand loadings (200mg/l and 1000mg/l) and two
temperatures (20°C and 70°C). After erosion experiments, the weight loss measurements were
recorded followed by profilometry and microscopic analysis. The micro-hardness of the coated

layer and the substrate were measured. The results of this study led to the following conclusions:

e The coated layer consisted of three different layers of about 350 pum thick, starting with a
loose layer in the interface region followed by laminar intermediate layer and finally top
porous layer. The hard-anodizing coating has a higher roughness value compared with the
Al substrate.

e The coated layer was consisted of approximately 86% Gamma alumina (y-Al203) and 14%
alumina phases (a-Al203).

e There was no stability of the current in the coating during the polarization test. The coating

shows lower corrosion current density under static anodic polarization tests.
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During the erosion test, a consistent increase in the wear losses has been observed with
increasing both time and sand loading.

Compared to the aluminium substrate, the PSC coating exhibits poor erosion resistance at
low temperature, while the erosion rates observed for the PSC coating in elevated
temperature are much lower than aluminium substrate.

The coating showed higher hardness values compared to aluminum substrate.
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Abstract: In the present study, Fourier Transform Infrared (FTIR) spectroscopic characterization
of a novel mixture of kaolinite-NPK is described. Kaolinite is an environmentally friendly
substance that exhibits good structural properties when used as a carrier of chemical fertilizers.
Mixtures of kaolinite and NPK fertilizer were prepared by mechanochemical ball milling with
three different mass ratios (Kaolinite : NPK =1:3, 1:1 and 3:1). The milling parameters were varied
in order to obtain the best mixture consistency. These include milling time (60, 120, and 180 min)
and rotational speed (200, 400 and 700 rpm). The studied NPK fertilizers are urea (CON2H,),
ammonium phosphate ((NH4)2HPQ4), and potassium dihydrogen phosphate (KH2PQO4). The result
indicated that a mass ratio of kaolinite: NPK of 3:1 and a milling duration of 120 min at a rotational
speed of 600 rpm represent the most suitable conditions to synthesize a novel kaolinite-NPK

mixture. A possible application of this mixture is the use as a slow-release fertilizer.

Keywords: NPK fertilizers, Kaolinite, Mechanochemical, Milling, FTIR.
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1. Introduction
With the population growth and rapid urbanization, controlled and efficient fertilization is essential
in modern agriculture in order to improve crop yields. However, conventional and commonly used
chemical fertilizers tend to dissolve in the soil at a much faster rate than plants intake. The resulting
imbalanced fertilization leads to a rapid release of nutrients from the soil into groundwater. In
addition to the loss of valuable fertilizers, the leak is found to cause many environmental concerns
[1]. For a sustainable agriculture, slow-release fertilizers (SRF) in which nutrients are slowly

released and hence synchronized with the growth rate and physiological need of plants is one of

the alternative solutions to fertilization issues.
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NPK fertilizers comprise primarily of the three primary nutrients required for healthy plant growth
(Nitrogen, Phosphorus and Potassium). The Jordanian agriculture industry relies heavily on the
use of DAP (di ammonium phosphate) and other NPK fertilizers to meet the demanding food
supply and ensure healthy crops.

Most studies on SRF have pointed out that the required amount of nutrients is significantly reduced
compared to conventional fertilizers [2-9]. Some researchers recommended the use of SRF in order
to reduce N2O emissions from the agricultural fields in an attempt to reduce its role in climate
change [10-11].

Several types of SRF have been prepared based on a wide range of physical and chemical methods
including dispersion of fertilizer in a matrix. Among them, Noh et al. described a mineral-based
SRF that exhibits charge and crystal structure frameworks protecting nutrients from rapid
degradation and hence contributing to the long-term fertility in the soil [12]. To this type of
fertilizer, various inorganic clays including kaolinite are used as a nutrient-carrier through a
mechanochemical processes, like milling, to produce highly reactive amorphous materials that are
capable of reacting with soluble fertilizers such as urea [13-17].

A mechanochemical process is a simple, environment friendly, low-cost milling and mixing
technology that does not require chemical solvents. The effectiveness of the mechanochemical
synthesis is highly dependent on the mass ratio of carrier to fertilizer and on the milling parameters
such as milling speed and milling duration. However, these practical variables have not been
extensively tested with SRFs and, to our knowledge, no previous work has been carried out on
kaolinite-NPK mixtures as an SRF. In this study, we use the abundantly available and low-cost
Jordanian kaolinite as a carrier for our SRF.

In the present study, we use Fourier transform infrared (FTIR) spectroscopy as a reliable technique
to study the degree of bonding of NPK chemical fertilizers (NPK) within a mixture of kaolinite-
NPK. Since all bonds within molecules vibrate at temperatures above absolute zero as bending
and/or stretching, FTIR spectroscopy is a precise overview of the presence of different molecular
functional groups and hence molecules. Therefore, different peaks account for different molecules.
This is proven by FTIR in the case of dehydroxylation of kaolinite (loss of OH groups).

The mass ratios and milling parameters were varied and tested by FTIR in order to establish the

optimal conditions for the mechanochemical synthesis of a novel kaolinite-NPK fertilizer mixture.
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The studied chemical fertilizers are urea (CON2Hs), ammonium phosphate ((NHs):HPOs), and
potassium dihydrogen phosphate (KH2PO.). The results showed very similar results proving the

validity of our technique to synthesize a novel formulation of a slow-release fertilizer (SRF).

2. Experimental

Kaolinite (Al2(Si20s) (OH)4), as a hydrated aluminum silicate, was obtained from Wadi Araba in
Jordan [18-19]. The NPK fertilizers used in this study were of chemical grade reagents: urea
(CON2H4), diammonium phosphate ((NH4)2HPO.), potassium sulfate (K2SOs) from Merck and
potassium phosphate (KH2PO4) from Panreac PRS.

The samples were prepared by co-grinding the kaolinite and one of the different fertilizers at dry
conditions using a planetary ball mill (Pulverisette-7, Fritsch, Germany), which had two mill pots
(45 cm? inner volume each) made of zirconia (ZrO2) with 7 zirconium-balls of 15 mm diameter.
Five grams of the starting materials was put into the vial with the balls, and milled under ambient
atmosphere.

Three sets of experiments were designed and performed to observe the effect of different mixing
ratios of kaolinite to fertilizer, milling speed and duration on the infrared spectra of synthesized
mixtures (Table 1).

To avoid any chemical complications resulting from the excessive heating during the milling
processes, the operation was programmed to include a 5-minute rest time for every 10 minutes of

continuous milling.

Table 1. Mixture ratios and milling parameters used in the different experiments.

(kaolinite: NPK) mass Milling speed Milling time

et ratio (rpm) (min)
Exp. 1 1:3,1:1,3:1 600 120
Exp. 2 31 200, 400, 700 120
Exp. 3 31 600 60, 120, 180

Infrared spectra of all synthesized samples were recorded using a Fourier transform infrared
spectrometer (FTIR, Thermo Nicolet Nexus 870). The samples were diluted in powdered solid

KBr (Spectroscopic grade, Sigma-Aldrich). KBr background spectrum was obtained before
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running each sample. IR spectra were collected in the mid-IR region (500-4000 cm™) with a

spectral resolution of 4 cm™,

3. Results and Discussion
The IR spectra of kaolinite, NPK and their mixtures are discussed in the first part. The second part
presents the results for the effect of varying mass ratios of kaolinite to NPK. The third and fourth

parts deal with results of the milling parameters: milling speed and milling duration, respectively.

3.1 IR Characteristics of Kaolinite, NPK And Their Mixtures:

Figure 1 displays the infrared spectra of kaolinite-NPK mixtures. Two types of the hydroxyl
functional group can be assigned for kaolinite. The stretching of the inner surface hydroxyl groups
occurs at 3688 and 3655 cm™, whereas the band at 3619 cm™ belongs to the inner hydroxyl group
that lie within lamellae in plane common to both tetrahedral and octahedral sheets. The intensity
and location of the inner surface hydroxyl groups usually change upon intercalation, whereas the

band at 3619 cm™* remains unaffected by intercalation [20-21].

In an ordered kaolinite, four distinct IR bands can be assigned, whereas poorly ordered kaolinite,
displays only three bands [22], as can be seen in this study. The Si-O stretching region comprises
of stretching bands at 1113, 1000-1003 and 1025 cm™, and the Si-O bending vibrations at 790,
751 and 688 cm™™. The Al-OH bending vibration at 912 cm™* assigned to the inner hydroxyls.

The most intense bands of urea (CON2H.) are the N-H stretchings at 3427, 3339 and 3254 cm'?,
the N-H bending vibration at 1591 cm™ and the C-N stretching at 1459 cm™ (Figure 1 A). The
band at 1677 cm™ is assigned as the amide vibration, while the band at 1147 cm™ is attributed to
NH: vibration [23-24].
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Figure 1. Infrared spectra of original kaolinite-NPK mixtures (light-faced) and the milled samples (bold-faced) are
shown. A: urea, B: DAP, C: K3SQO4, D: KH2PO4. The characteristic peaks and the ratios of the kaolinite-NPK (1:3,

1:1, 3:1) are also displayed.

From the IR spectra of DAP ((NH4)2HPQ4), the presence of vibration due to NH4 groups is noticed.

Two strong bands are observed at 3179 and 3003 cm™ and a mid-band upto 1448 cm™ (Figure 1

B). The band at 2800 cm™ corresponds to the O-H stretching vibration. The O-H bending vibration
can be seen at 1196 cm™. The peak of the PO+ group is found at 943 cm™ [25].

The bands of K2SO4 appearing at ~1100 and 609 cm™ are assigned to stretching and bending of

the sulfate (SO4) groups [26] as seen in (Figure 1 C).

Figure 1 D shows the spectral profile of KH,PO4 with three smooth band peaks at 1279 cm™, at

1077 cm™ (PO4 vibrations) and at 877 cm™ ((PO2(H.) vibration) with increasing transmittance

values from the highest to the smallest wavenumber regions [27].
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3.2 The Effect of Kaolinite-NPK Fertilizer Mass Ratio:

For this part of the experiment, the milling speed and duration were kept constant. Three different
mass ratios were studied (kaolinite : NPK = 1:3, 1:1 and 3:1). IR spectra were collected for the
mixtures. The spectra show that characteristic peaks of the individual studied fertilizers occur in

each mixture.

The peak intensity of kaolinite appear to be reduced after 120 minutes of grinding at 600 rpm
(Figure 1 A-D). It is noticed that the intensity of the kaolinite bands at 3688 and 3655 cm™ are less
than that at 3619 cm™. Bands of the inner surface hydroxyl groups completely disappear in the
mixtures with different ratio of kaolinite and one of the following fertilizers: urea, DAP or
KH2POs..

Previous studies reported that the intensity loss of IR peaks is attributed to the degradation of the
hydroxyl groups in kaolinite during the mechanochemical process [13-14, 16]. Therefore, the
mechanochemical amorphization of kaolinite in our study accounts for the intensity loss of the

inner surface hydroxy groups at 3688, 3655 cm™ and the deformation mode at 912 cm™.

The inner surface hydroxyl band at 3688 cm™, however, appears in each K,SOs containing
kaolinite, and its intensity in the samples with 50-75% kaolinite is higher than in the sample with

the 1:3 mass ratio. This suggests that kaolinite partially remained in the crystalline phase.

On the other hand, the major intensity of the K2SO4 at ~1100 cm™ and 609 cm™ decreases with the
increased amount of kaolinite in the sample (Figure 1 C). When kaolinite content was increased to
75%, the vibration intensities of the fertilizers slightly decrease both in urea and K>SO4 (Figure 1
A-C). This indicates that milling results in amorphization of both the kaolinite and the fertilizer
[13-15, 17].

At low kaolinite content (25%), Solihin et al. (2011) showed that the amorphous structure is not
large enough to incorporate ions from fertilizers, but when the amount of kaolinite is increased,
more ions are incorporated into the amorphous structure of kaolin. The ratio of carrier and
fertilizer, therefore, is a critical parameter for maintaining high nutrients in a SRF, the less silica
added, the better [16].
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3.3 The Effect of Milling Speed:

In this part of the study, the mass ratio of (kaolinite : NPK) is fixed at 3:1 and the milling duration
of 120 min is used for all the experiments. The milling rotational speed (milling speed) was varied
(200, 400 and 700 rpm). All the spectra of kaolinite-NPK mixtures show that the stretching
vibration of the hydroxyl groups at 3688 and 3619 cm™ decrease as the milling speed is increased
and disappeared from the samples prepared at 700 rpm.

The disappearance of the hydroxyl bending vibration at 912 cm™ and the decrease in the intensity
of the Si-O band at ~1000 cm™ also indicate the mechanochemical decomposition of kaolinite at
700 rpm. Band intensities of the studied fertilizers also decrease with increasing the milling speed.
These results indicate that higher milling speeds are required to reduce the starting materials to the

amorphous phase and allow the incorporation of the nutrients into the kaolinite structure.

According to a previous study [14], a milling process at a minimum of 400 rpm rotational speed
is required to incorporate nutrients such as KH2PO4 and NH4H2PQO4 into the amorphous kaolinite

structure.

The major contributing factor to the release of nutrients can be the rate of rotation [17]. Our study
highlights, that a rotational speed between 400 and 700 rpm would be optimum for the

mechanochemical synthesis of kaolinite-NPK fertilizers.
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Figure 2. Infrared spectra of kaolinite-NPK mixtures (3:1 ratio) milled at different speeds for 120 min. A: urea, B:
DAP, C: K;S04, D: KH2POs.
3.4 The Effect Of Milling Duration:
Figure 3 A-D displays the FTIR spectra of kaolinite-NPK (3:1) mixtures milled at 600 rpm for 60,
120 and 180 min.

The intensities of characteristic bands at 3688, 3655 and 3619 cm™ markedly decrease in each
spectrum of the mechanochemically treated samples, indicating the scission of O-H bonds. The
weak bands at 3688 and 3619 cm indicate that after 60 minutes of milling, some OH groups
remained bonded between the adjacent kaolinite layers, evidencing that some residual kaolinite
phase still existed. However, on prolonging the milling time up to 120 min, these bands completely
disappeared, implying completion of the mechanochemical dehydroxylation process and

amorphization.
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Figure 3. Infrared spectra of kaolinite-NPK mixtures (3:1 ratio) milled at speed 600 rpm for different duration. A:
urea, B: DAP, C: K;S04, D: KH,PO4.
By comparing intensity of the Si-O band at ~1000 cm™ in the spectra of mixtures after 60 min and
120 min milling, it can be seen that prolonged milling duration strengthens the intensity (Figure 3
A-D). The Si-O stretching vibration increases when the duration of milling reaches 120 min. After
180 min of milling, however, the infrared intensities both of the Si-O network and the fertilizers
decrease. Therefore, the incorporation of nutrients into the short order of the Si-O network is

complete after 120 min of co-grinding.

Similar results were found in a previous study on urea intercalated kaolinite [24]. Sahnoun et al.
(2015) also demonstrated on kaolin-potassium phosphate mixtures that two hours of milling is
sufficient to achieve the distortion of the crystalline network of kaolinite in order to insert additive
[28].
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4. Conclusions

This study investigated the influence of the milling operating parameters (speed and duration) and
different mass ratios of kaolinite-NPK mixtures as a slow-release fertilizer using infrared
spectroscopy. The selected fertilizers were the most used in agriculture, namely: CON2Hg,
(NH4)2HPO4, K2SO4, and KH2POa. Incorporation of fertilizers into the structure of kaolinite was
successfully carried out by dry co-grinding of kaolinite-NPK mixtures in a planetary ball mill.
Infrared spectroscopic results confirmed the mechanochemical dehydroxylation of kaolinite (loss
of OH groups), and show that amount of kaolinite, milling speed and milling duration play an
important role in the mechanochemical treatment of kaolinite-NPK mixtures. It is recommended
to synthesize a slow-release fertilizer with the kaolinite as a carrier to the fertilizer at a mass ratio
of 3:1 (kaolinite : fertilizer). The optimum time of milling was found to be 120 minutes at 600 rpm
milling speed. Mechanochemical treatment offers an easy access to develop slow-release

fertilizers.
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Abstract: The present work demonstrates a detail investigation of interfacial magnetic properties
of cobalt (Co)/fullerene (Ceo) based ferromagnetic/organic (F/O) hybrid interface. The interfacial
structural properties of Co, Ceo and hybrid interface have been analyzed by X-ray reflectivity
(XRR), both computationally and experimentally. The results shows that the grown films have
smooth surface (roughness < 0.5 nm) and intermixing at the interface between organic and
inorganic layers is less than 1 nm. The spin injection at the hybrid interface was studied by
recording the magnetic hysteresis loop at 100 K and photoemission of hybrid interface under the
applied bias and magnetic field. It has been observed that due to interfacial spin polarized electron
transfer at F/O interface, the photoemission of Ceo reduces, coercivity of the cobalt increases which
give about 18% spin polarization of the carriers injected in Ceo. Finally, the performance of Ceo
based tunnel junction have been studied in the device configuration viz. Co/Al203/Ceo/Py. The
magneto resistance (MR) of up to 10 % is obtained for device which having Ceo layer of thickness
10 nm.
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1. Introduction

Since past few decades, organic semiconductors (OSCs) have shown auspicious performance in
the area of light emitting diodes [1-3], field effect transistors [4-6], photovoltaics [7-11] and
spintronics [12-15] due to their small intrinsic size, easy processing, possibility of the fabrication
of device in large area, tenability of energy levels according to device requirement. The main
attractive aspects of OSCs for spintronics applications is long spin diffusion length (up to 110 nm)
due to weak spin-orbit coupling in these materials [16].

Fullerene is very interesting OSCs because it possess numerous properties which make it ideal for
organic spintronics devices. Due to absence of hydrogen atom in fullerene, the hyperfine
interactions between electron and nuclear spins is very weak and hence reduce the spin-flipping
events. Z. G. Yu theoretically predicted that more than 430 nm spin dependent transport length
can be achieved for Ceo at room temperature [17]. It has high electron mobility compare to other

OSCs of the order of 1-10 cm?/V.s [18]. The Fermi levels of commonly used ferromagnetic metals

95



(JESC) The Journal of Engineering, Science and Computing Issue I, Volume I, April, 2019

in spintronic device are quite well matched with lowest unoccupied molecular orbital (LUMO)
level of C60 which give rise to a large spin injection from ferromagnetic electrode to Ceo.
Moreover, Ceo molecules are very robust and sustain the top ferromagnetic electrode without being
damage its surface and hence it can be efficiently sandwiched between ferromagnetic electrodes
in spin devices [19].

Although there are many advantages for introducing Ceo molecules in vertical spin device, but
there are still many unresolved questions about the working mechanisms of these devices are yet
to known. Previously a lot of work has been done to understand the charge transport in organic
semiconductors [20-23]. But they have not considered the effect of magnetic field and spin
coupling in their studies. The device performance of the OSVs depends upon the reliability of spin
injection at F/O interface, spin transport in organic semiconductor and preserving the spin
polarized signal. Therefore, the structural and magnetic properties of F/O interface as well as spin
transport are the most vital parameters. Henceforth, understanding the structural, magnetic, spin
injection and spin polarization and various other spin transport parameters for a spin valve is very
vital. The present project aims to study the structural, magnetic properties of Co/Ceo interface and

understand the spin injection, spin transport Co/Ceo/Py based spin valve.

2. Experimental

The spin valve were fabricated on Si/SiO> substrates by using a computerised sputtering system
which contains dc magnetron and thermal evaporator in the same chamber. Prior to deposition of
thin films, the Si/SiO> substrate have been carefully cleaned with propanol then followed by
acetone and dried under oxygen flow. The dried substrates were placed inside a sputtering system
operated under ultra high vacuum conditions. As a first step tantalum (Ta) seed layer deposited.
On top of Ta layer, Co as a bottom ferromagnetic electrode was deposited and then an Al layer
was sputtered. To get AipO3z of desired thickness Al layer was oxidised for optimised time.
Fullerene layer was thermally evaporated on top of Co. Finally Permalloy (Py) as a top electrode
was deposited. The devices were protected from environmental by depositing a capping layer on

top of Py electrode.

3. Results and discussions
3.1 X-ray Reflectivity (XRR)
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X-ray reflectivity give the information about the roughness, thicknesses, as well as interfacial
mixture of a multilayer film [17]. Figure 1 (a-c) shows the XRR spectra of Ceo, C0, and [Ceo/C0]*5
multilayers, respectively. The Kiessig fringes in XRR spectra shown in Fig. 6(a) and (b) extend up
to an angle of 3 degrees which confirm the high quality of grown Co and Ceo surface. The detailed
analysis of XRR curves has been performed by using GenX software. GenX is a scientific program
to refine XRR using the differential evolution algorithm. The fit to the data for Ceso Shown in Fig.
1 (a) by red line provides the film thickness ~ 26.7 nm, surface roughness orms = 5.3 A and density
of layer of 1.6 g/cm?. The fit to the data for Co shown in fig. 1 (b) by red line give film thickness
~32.4 nm, surface roughness oms = 3.4 A and density of Co of 8.8 g/cm?®.

The XRR spectra of [Ceo/C0]x5 multilayers is shown in Figure 1 (c). The spectra shows well-
defined Kiessig fringes extend up to an angle of 1.5 degrees, intensity decreases uniformly with
increase of angle, and well resolved Bragg peak indicates that the bilayer film thickness is uniform
through the entire surface. The fit result was obtained by dividing the multilayer in to three layer:
Ceo/Co bilayer/(Ceo/Co)x3 multilayer/Ceo/Co bilayer. The fit to the XRR data of the Ceo/Co
multilayers is shown by red line in Fig. 1 (c). From the fitted curves, we obtain the density for the
Ceo layer of 1.63 g/cm?® and layer thickness of 19.5 nm. The layer thickness of Co in multilayer is
found to be 7.8 nm with a density of 8.75 g/cm®. These results are in good agreement with the
expected values. The fitted interface parameters for Co, Ceo and [Ceo/Co]x5 multilayer are

presented in Table I.

Table 1 Fitting parameters obtained for Co, Cgo and [Cso/C0]%5.

Layer Thickness | Density | Surface Roughness | Interface Roughness
t(A) d (g/cc) orms (A) (A)
Ceo 265 1.60 5.3 ---
Co 324 8.8 3.4
[Ceo/Co]x5 | Co 78 8.75 5-8 1-2
Ceo 195 1.63 8-12 5-9
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Figure 1: X-ray reflectivity of (a) a Ceo single layer, (b) a Co single layer, and (c) a [Ceo/C0]x5 multilayers. Blue
lines show the experimental data and red line the fitted line.

3.2 Magnetic Properties of Co/Ceo Bilayer

After discussing the structural properties of Co and Ceo layers, our next attention is to analyse the
magnetic properties of Co layer when it deposited either above or below the Ceo layer. For the
fabrication of an optimal device, the Co layer must preserve its magnetic properties when it is
deposited in a vertical spin device. To understand the effect of molecular layer on the effect of
magnetic properties of Co, we have measured the hysteresis loop of different Cso/Co and extracted
the coercive field (Hc) and the saturation magnetization (Ms).

Figure 2 shows magnetic hysteresis loops, for a 8 nm Co thin film with on top of Ceo layer with
different thickness at 100 K. It has been observed from the Fig. 2 that the Ms value of Co/Ceo

bilayers decreased by 270+10 emu/cc while Hc value increased relative to cobalt layer alone. The
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decrease in the value of Ms can be understood as the transfer of spin polarised electron from the
Co to the organic. The ferromagnetic properties of Co is due to spin-polarized electron population
on 3d band [18]. LUMO of Ceo molecule is about 4.5 eV and when it comes in contact with the 3d
(up) orbital of Co they make a hybridization induced states. When a 20 nm thick Ceo layer was
deposited on top 8 nm Co film, the magnetization of Co layer was reduce about 15%. Moreover
increase in Hc value may be result of the local pinning sites caused by surface defects between the
organic and the ferromagnet layer [19-21].
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Figure 2: Hysteresis loop of 8 nm Co thin film with on top of C60 layer with different thickness at 100 K. Thickness
of C60 are given in bracket.

3.3 Spin-Polarization in Ceo

To further understand the spin injection from ferromagnet to organic, we have studied the
photoemission of Ceo layer sandwiched between the magnetic electrodes Co and Py. For this
purpose we fabricated devices in the configuration viz Ta(5)Co(8)/AlOx(1.5)/Ceo(20)/Py(20)
(device A) and Ta(5)Co(8)/Ce0(20)/Py(20) (device B).Under the influence of applied bias charge
carrier recombination decreases which results in decrease of photoemission. This is known as
negative luminescence (NPL) [22]. Photoemission of device A and device B are shown in Fig. 3(a)
and (b), respectively. When a small current of 1uA/cm? and small field of 5 mT was applied across

device B, the intensity of photoemission o remains nearly constant in device B as shown in Figure
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3(b). However, in device A when a small current of 1pA/cm? was applied, there is drop in the
photoluminescence (PL) [Fig. 3(a)]. Furthermore, in device A when a small current of 1pA/cm?

as well as small field of 5 mT was applied, there is an 18% drop in the PL [Fig. 3(a)].
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Figure 3: Field dependent florescence spectra of (a)Ta(5)Co(8)/C60(20)/Py(20) (b)
Ta(5)Co(8)/AlOx(1.5)/C60(20)/Py(20) excited at wavelength of 532 nm.

This NPL can be understood by the Figure 4. Photoluminescence in organic materials is a spin-
dependent phenomenon. As both electron and hole have spins, then according to quantum
mechanics, four different combinations of spin are possible: one antiparallel combination of spins,
giving a singlet, which emit fluorescence light. On the other hand there are three different
combinations of parallel spins are possible, giving a triplet state, and its excitation transferred into
heat. When we apply small current in device A, spin polarized electrons are injected by magnetic
electrode Co into C60 layer as a results reduction of singlets and increase of triplet electron Figure
4 (b) and hence drops in PL. With the introduction of magnetic field along with current no of
singlet electrons further go down and hence PL Figure 4(c). On the other hand when we have
Al>O3 barrier between FM/Organic interfaces PL is almost constant due to the fact that barrier
layer stops the injection of spin polarized electrons from FM electrode to organic layer and hence
no of singlet and triplet electrons remains same and hence no NPL.
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Figure 4: Mechanism of spin transport from Co to C60 in device structure Ta(5)Co(8)/C60(20)/Py(20) (a) without
bias and without field (b) 1 pA current and no field (c) 1 pA current and 5 mT field.

3.4 Magnetic Tunnel Junction

We have studied the magneto-transport properties of Co/Al>Os/Ceo/permalloy (Py) multilayer
junctions with different thickness of Ceo layer. Ceo thickness were taken 0 nm, 10 nm and 20 nm
and the corresponding devices are namely, device A, device B and device C, respectively. Due to
dissimilar magnetic properties, Py and Co are most common choice of magnetic electrodes for
magnetic tunnel junction devices. Py is a nickel—iron magnetic alloy (80% Ni and 20% Fe), with
small coercivity (5 Oe for 15-nm thick layer) and high permeability (u=10° — 10%) while Co is a
hard magnetic material with coercivity of about 22 Oe (8 nm thick Co layer) and relatively small
permeability. Dissimilar coercivity of Py and Co offers a “window” for changing the orientation
of the magnetizations of these two layers, which is a main feature required to achieve the tunnel
magneto resistance (TMR).

The fabricated spin valve devices have a cross-bar geometry. These devices were fabricated on
Si/SiO2 (300 nm) substrates by depositing all required layers by sequential deposition inside a
sputtering chamber under a high vacuum of ~ 107 10® torr. The final devices configuration of
fabricated devices is: Tantalum (Ta, 7.5 nm)/Co(8 nm)/Al203(1.5nm)/Ceo(0 or 10 or 20 nm)/Py(15
nm)/Ta(7.5 nm). The Ta layer was deposited on top of Py to prevent the oxidation of it from
ambient environment. The Co electrode is used as a spin injector, the spin polarized current is
propagated along the organic Ceo layer and finally detected by the Py electrode. The room
temperature resistance as a function of applied magnetic field, at 1 V of fabricated devices (device
A, B and C) are displayed in Figure 5 (a-c). The resistance of materials depend on the orientation
of net magnetic moment of the electrodes. When both electrodes have parallel configuration of net

magnetic moment, the device show low resistance called Rp. On the other hand, when magnetic
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electrodes have antiparallel configuration of net magnetic moment, the device shows high

resistance Rap. The relative change of resistance is called tunnel magnetoresistance (TMR), is

given by equation [23, 24]:
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Figure 5 MR measured in (a) device A, (b) device B, and (c) device C.

Figure (5) shows a clear and reproducible TMR, which correspond to the coercive fields of the
ferromagnetic layers. For applied field higher than 50 Oe, the two electrodes have parallel
configuration of magnetic moments, therefore devices shows low resistance. When magnetic field
changes from positive to negative, the magnetic moments of Py switch its orientation due to low
coercivity, resulting an antiparallel configuration of magnetic moment and hence devices shows
high resistance. When field increases more than 50 Oe in opposite direction, the two electrodes
again returns to parallel configuration and device resistance decreases. The reference device A
without Ceo shows MR value about 6%. The maximum MR value of 10.1% is obtained for device

B. for device C with the thicker Ceo (20 nm) layer the MR value goes down 2%. Resistance of
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device also depends upon the thickness of organic layer. With the increase of the thickness the

resistance of device increases due to the fact of lower mobility in organics.

4. Conclusions

In conclusion, we have successfully analysed the interfacial properties in Co/Ceo hybrid interface
by using multiple structural, photoemission and spin-dependent measurement technique. It has
been observed that grown Co, Ceo and [Co/Ceo] x5 multilayers have low surface roughness and the
intermixing between organic/inorganic interface is less than 1 nm. The coercivity of the cobalt
increases when Ceo is deposited on top of Co which confirm the formation of spin induced
hybridization state at F/O interface. With the application of magnetic field and electric current in
Ceo based magnetic device it was found that the photoluminescence of Ceo Was drops by 18%.

Finally, the device based on 20 nm thick Ceo shows >10% of room temperature MR.
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1 Introduction

Equilibrium problems have been the subject of considerable research and have profound contribu-
tions in large variety of problems of practical interest arising in nonlinear analysis, optimization,
economics, finance and game theory. It includes many mathematical problems as particular cases
such as mathematical programming problems, complementarity problems, variational inequality
problems, fixed point problems, minimax inequality problems and Nash equilibrium problems in
noncooperative games, see for example, [8, 14, 18, 30]. The foundation of (scalar) equilibrium
theory has been laid down by Ky Fan [17], his minimax inequality still being considered one of
the most notable results in this field. The classical scalar equilibrium problem in [17], described
by a bifunction f : K x K — R consists in finding x € K such that

flx,y) >0, VyeKk.

It was Blum and Oettli [8], who used the term equilibrium problem for the first time. Starting
with the pioneering work of Giannessi [18], several extensions of the scalar equilibrium problem
to the vector case have been considered. These vector equilibrium problems, much like their
scalar counterpart, offer a unified framework for treating vector optimization, vector variational
inequalities or cone saddle point problems, see for examples [2, 3, 4, 6, 19, 21]. Let X and Z be
locally convex Hausdorff topological vector spaces, K C X be a nonempty set and let C C Z be a
convex and pointed cone. Assume that the interior of the cone C, denoted by intC, is nonempty and
consider the mapping f : K x K — Z. The vector equilibrium problem, consists in finding x € K,
such that
flx,y) ¢ —intC, Vy € K.

Because of its applications and interests, vector equilibrium problems have been studied by
many authors in different directions using variant techniques, see, for example, [5, 20, 29]. The
concept of fuzzy set theory was introduced by Zadeh [36] and penetrates almost all branches of
mathematics. Fuzzy set theory have been applied to many fields including information science,
artificial intelligence, computer science, management science and control engineering, etc., see
[32, 37].

In 1981, Heilpern [22] proved a fixed point theorem for fuzzy contraction mapping which is
fuzzy analogue of Nadlar’s fixed point theorem for set-valued mapping. In 1989, Chang and Zhu
[9] introduced the concept of variational inequalities for fuzzy mappings in abstract spaces and
investigated the existence problem for solutions of some class of variational inequalities for fuzzy
mappings. Since then several classes of variational inequalities (inclusions) and vector variational
inequalities with fuzzy mappings were considered by Chang and Huang [10], Ding and Park [15],
Chang and Salahuddin [12], Anastassio and Salahuddin [1], Lan and Verma [26] and Lee et al.

[28]. Recently, Huang and Lan [23] considered non linear equations with fuzzy mappings in
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fuzzy normed spaces. Very recently, Rahaman and Ahmad [31] studied fuzzy vector equilibrium
problem. They proved some existence results by using particular forms of results of Kim and Lee
[25] and Tarafdar [34]. Motivated by the research mentioned above and ongoing research in this

direction, in this paper, we study some mixed vector equilibrium problems in fuzzy setting.

2 Preliminaries

Now, we mention some definitions, notations and conclusions which are needed in the sequel.

A mapping F from E into the collection .% (E) of all fuzzy sets of E is called fuzzy mapping. If
F : E — Z(E) is a fuzzy mapping, then F (x),x € E (denoted by Fy, in the sequel) is a fuzzy set in
Z (E), which is a function from E to [0, 1]. For each y € E, F,(y) is the degree of membership of y
in Fy. Let A € Z(E) and o € [0, 1], then the set

Ag ={x € E:A(x) > a} is called an a-cut set of A.

Definition 2.1 A mapping f : K — Z is said to be convex, if for any x;,x, € K and ¢ € [0, 1],

fltxr + (1 =1)x2) ¢ tf(x1) + (1 =1)f(x2),

which is equivalent to

tf(x1)+(1—=1)f(x2) — ftx1 + (1 —1)xp) € C(x).

Definition 2.2 (see, [35]) Let X,Y be two topological vector spaces, T : X — 2¥ be a set-valued
mapping and 7! (y) = {x € X : y € T(x)}. Then

(i) T is said to be upper semi-continuous, if for each x € X and each open set V in ¥ with
T (x) C V, then there exists an open neighbourhood U of x in X such that 7' (u) C V, for each
ucl.

(i) T is said to be closed, if for any net {xq } in X such that x,, — x and any net {yq } in ¥ such
that yo, — y and yo € T (xq) for any o, we have y € T'(x).

(iii) T is said to have a closed graph, if the graph of 7,Gr(T) = {(x,y) e X xY : y € T(x)} is

closedin X xY.

Definition 2.3 (see, [27]) Let X,Y be topological spaces and T : X — .% (Y ) be a fuzzy mapping.
T is said to have fuzzy set-valued, if 7y(y) is upper semi-continuous on X x Y as a real ordinary
function.

Lemma 2.1 If A is a closed subset of a topological space X, then the characteristic function 24 of

A is an upper semi-continuous real-valued function.
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Lemma 2.2 (see, [24]) Let K be a non-empty closed convex subset of a real Hausdorff topological
vector space X, £ be a non-empty closed convex subset of a real Hausdorff topological vector
space Y and a : X — [0, 1] be a lower semi-continuous function. Let T : K — % (E) be a fuzzy
mapping with (Tx) ) #Z0,Yx€X and T : K — 2" be a multi-function defined by 7'(x) = (Tx) ,(y

If T is a closed set- Valued mapping, then 7 is a closed multi-function.

Definition 2.4 (see, [13]) Let K be a convex subset of a topological vector space E and Z be a
topological vector space. Let C : K — 27 be a set-valued mapping. For any given finite subset

{x1,x0,---,x,}of Kandany x =Y? , t;x; witht; >0 fori=1,2,---,nand ¥} ;1; =1,

(i) a single valued mapping M : K X K — Z is said to be vector 0-diagonally convex in the

second variable, if

i{tl—M(x,xi) ¢ —intC(x);

(ii) a set-valued mapping M : K x K — 27 is said to be generalized vector 0-diagonally convex

in the second variable, if

n
Zfiui ¢ —intC(x), ¥V u; € M(x,x;).

Lemma 2.3 (see, [33]) Let X,Y be two topological spaces and T : X — 2¥ be an upper semi-
continuous set-valued mapping with compact values. Suppose {x } is a net in X such that xo — xo.
If yo € T (xq) for each a, then there exists yo € T'(xo) and a subnet {yg } of {yq} such thatyg — yp.
Lemma 2.4 (see, [7]) Let X and Y be two topological spaces. If 7 : X — 2¥ is an upper semi-
continuous set-valued mapping with closed values, then T is closed.

Lemma 2.5 (see, [11], Maximal Element Lemma) Let X be a non-empty convex subset of a topo-

logical vector space E and T : X — 2% be a set-valued mapping satisfying the following conditions:

(i) for each x € X,x ¢ CoT (x) and for each y € X,T~!(y) is open-valued in X;

(if) there exist a non-empty compact subset A of X and a non-empty convex subset B of X such
that
Co(T(x))NB#0,VxeX\A.

Then there exists xo € X such that T'(xp) = 0.

Definition 2.5 (KKM Mapping) Let K be a subset of a topological vector space X. A set-valued
mapping A : K — 2X is said to be KKM-mapping, if for each finite subset {x,x3,....,x,} of K,
Co{xi,xp, -+, xn} C U A(x;), where Co{x1,x,---,x,} denotes the convex hull of {x,x2,--,x,}.

Lemma 2.6 (see, [16] KKM Fan Theorem) Let K be a subset of a Hausdorff topological vector
space X and let A : K — 2% be a KKM mapping. If for each x € K,A(x) is closed and if for at least
one point x € K, A(x) is compact, then () A(x) # 0.

xek
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Let Y be a locally convex Hausdorff topological vector space and X be a Hausdorff topological
vector space, L(X,Y), the space of all continuous linear operators from X into Y be a locally
convex space being equipped with o-topology. Let K be a non-empty convex subset of a Hausdorff
topological vector space X,C : K — 2¥ be a set-valued mapping such that intC(x) # 0, V x € K.
Let T :L(X,Y) x L(X,Y) x L(X,Y) = 2LXY) f K x K —2" g:K—Kand ¢ : X xX — 2" be
the vector-valued mappings. Let P,Q,R : K — .% (L(X,Y)) be the fuzzy mappings and a,b,c: K —
[0,1] are the functions. The partial order relation <y in ¥ with the convex cone C(x) is defined

as

Y1 e Y2 & y2—y1 €C(x), Vy,y2 €Y.

In this paper, we consider the following fuzzy generalized mixed vector equilibrium problem: Find
x € K,u € (Px),(x),v € (OX)p() and w € (Rx)(y) such that

FO6y) +AT (u,v,w),y — g(x)) + ¢(x,y) — @ (x,x) & —intC(x), Vy € K (1)

and the fuzzy mixed vector equilibrium problem: Find x € K,u € (Px),(y),v € (Qx)p(y) and w €
(Rx).(x) such that

f(x,Y) + <T(u7va W)’y_x> —l—(iJ(x,y) - ¢<x7x) ¢ —intC(x), Vy €Kk. (2)

In support of problem (1), we construct the following example.
Example 2.1 Let X =Y = K = C = [0, 1], we define the fuzzy mappings
P.Q.R:K — .7 (L(X,Y)), for all u,v,w € [0, 1] as follows:

0, ifxe[0,1): 0, ifxe[0,1); 0, ifxe 0
P u — Y ) 2 > V — ) Y 3 K R W — )
x( ) { )%’ ifo[%J], Qx( ) ’%,ifxe[%,l], X( ) Xtw
the mapping a,b,c : K — [0, 1] as follows:
0, ifx € [0,5); 0,ifx€[0,3); 0, if x € [0, 3):
l.X [12) b(x) = l.x [13) c(x) = . [ 4)
3, ifx e [5,1], 5, ifx € [3,1], 1
Clearly, Py(u) > a(x),0x(v) > b(x) and Ry(w) > c(x),Vx € K, i.e., u € (Py)y(x),V € (Ox)p(x) and
we (Rx)c(x)-

Now, we define the mappings f: K XK - Y, 0 : X xX Y, g: K — Kand T : L(X,Y) x

L(X,Y)x L(X,Y)—Y as follows:

| ) 0 if x € [0,1);
x,y) =22 o (x,y) = 52, g(x) = x% and T (u,v,w) = ’ 0
f(x,y) 5 ¢ (x,y) 2 8(x) ( ) %sinz(uvw), ifx € [%,1]-

a(x) =

Then, one

can verify that
FO,y)+ (T (u,v,w),y—g(x))+ 0 (x,y) — 0 (x,x) ¢ —intC(x),Vy € K. Thus, fuzzy generalized mixed
vector equilibrium problem (1) is satisfied.
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3 Existence Results

In the following theorem, we prove the existence of solution for fuzzy generalized mixed vector
equilibrium problem (1).

Theorem 3.1 Let Y be a locally convex Hausdorff topological vector space, K be a non-empty
convex subset of a Hausdorff topological vector space X. Let P,Q,R: K — .#(L(X,Y)) be the
fuzzy mappings and &2, 2,% : K — 22%Y) be upper semi-continuous set-valued mappings with

non-empty compact values induced by fuzzy mappings P, Q and R, respectively, i.e.,
P(x) = (Px)a(x)vg(x) = (Qx)b(x)af%()o = (RX>C(X),VX €Kk.

Let T:L(X,Y) X L(X,Y) x L(X,Y) — 2MXY) £ K x K —2Y ¢ : X x X — 2" be the set-valued
mappings and g : K — K be the single-valued mapping such that the following conditions hold:

(i) f is generalized vector O-diagonally convex and affine in the second argument;
(ii) g is continuous mapping with x — g(x) =0, Vx € K;
(iii) ¢ is affine in the second argument;
(iv) C:K — 2Y be a convex set-valued mapping and Y \ {—intC(x)} is upper semi-continuous ;

(v) forall y e K, f(-,y)+(T(-,-,-),y—g()) +&(-,y) + ¢(:,-) is upper semi-continuous with

compact values;

(vi) there exists a non-empty compact subset A of K and a non-empty compact convex subset D
of K such that for all x € K \ A, there exists y € D such that

f(x7)7> + (T(u,v,w),f—g(x)) +¢<x7)7) - (P(X,x) € —intC(x),
Vue P(x) = (Px)yx),v € 2(x) = (0x)p(x),w € Z(x) = (RX)¢(x), VX EK.

Then the fuzzy generalized mixed vector equilibrium problem (1) has a solution.

Proof. We define a set-valued mapping M : K — 2K by

M(x) = {y €kK: f(xvy) + <T(u,v,w),y—g(x)> +¢(X7y) - ¢(x7x) € —intC(x),

Vue P(x) = (Px)yx),v € 2(x) = (0%)p(x),w € Z(x) = (RX)o(v) }, VX EK.

Now, we have to show that x ¢ coM(x),V x € K. Suppose to the contrary that there exists X € K
such that ¥ € coM (X), then there exists a finite set {y;,y2,-+,y,} such that X € co{y1,y2, -+, yn},
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we have

f(xayi)—i_ <T(“7V7W)ayi—g(f)>+¢(xa)’i) —(])(X,X) S _imc(f)» = 1,2,"',11,

Vi€ P(R) = (PE)y(r),v € 2(F) = (OF) (5w € Z(¥) = (RD)(x)-

Since intC(%) is a convex set, foreach i =1,2,---,n with Y7, t; = 1,; € [0,1],x = ¥} t;y;, then

it follows from affinity of f, ¢ in the second argument and by condition (ii) that

FEE )+ (T3 w), Byt = 8(0) +9(% L i) — 9(5.)
= Y tif (%) +(T(u,v,w),x—g(%x)) + ¢ (%,X) — (X, %)
= YL tf(xy) € —intC(%),
= Yo tw; € —intC(x),Yu; € f(%,y;),i=1,2,---,n,

which is a contradiction to the generalized vector 0-diagonal convexity of f in the second argument
and hence x ¢ coM(x), ¥V x € K.

Next, we prove that for each y € K, M~! (v) is an open set. To prove this, we need to show that
the complement [M~!(y)]¢ of M~ (y) is closed, i.e.,

M) = {x € K+ {F(x,y) + (T (w,v,w),y = 8(x)) + 9 (x,y) = 9 (x,)} NY \ {=intC(x) } # 0,

Vuec P(x) = (Px)y),v € 2(x) = (0X)pr),w € Z(x) = (RX) ()}

is a closed set in K. Let {xq} be a sequence in [M~!(y)] such that x4 — xo, then there exist
ug € Z(xa) = (Pxa)a(ry) Va € 2(Xa) = (O%a)p(xy), Wa € % (Xa) = (RXa)c(x,) Such that

{f(xa,y) + (T (ua; va, Wa ),y — 8(xXa)) + 9 (X, ) — @ (Xars X))} VY \ {—intC(xq) } # 0.

Since 2, 2,% : K — 2MXY) are compact valued upper semi-continuous mappings induced by
the fuzzy mappings P,Q,R : K — .% (L(X,Y)), respectively, then by Lemma 2.3, {uy},{ve} and
{wq} have the subsequences {uq, },{ve,} and {wq, }, respectively, such that ug, — up,ve, — Vo
and wg, — wo and ug € Z(x0) = (PX0)a(xy)sv0 € Z(x0) = (OX0)p(xy)s W0 € Z(x0) = (RX0)(x,)-
Suppose that

Va € {f(xa,y) + (T (ta; va, war ),y = 8(xa)) + @ (xa,¥) = @ (x, %0 ) } NY \ { =intC(xa) }-
Since f(-,y) + (N(-,+),y—g(:) + 0(,y) — o(-,-) NY \ {—intC(xq)} is upper semi-continuous
and compact values, it follows from Lemma 2.3 that there exists Vo € f(xo,y) + (T (1o, v, wo),y —

g(x0)) + ¢(x0,y) — f(x0,x0) and a subsequence {Vq,} of {Vy} such that v, — vp. Since ¥\

{—intC(x)} is an upper semi-continuous with closed values, hence by Lemma 2.1, vy € ¥ \
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{—intC(xp)}, thus we have

{f (x0,¥) + (T (10, v0,w0),y — &(x0)) + ¢ (x0,y) — f(x0,%0) } Y \ {—intC(xo)} # 0.

Hence [M~!(y)]¢ is a closed subset in K and therefore M~!(y) is an open set for all y € K. It
follows from the condition (vi) of the theorem that for each x € K \ A, there exists y € D such that
x € intM~! (¥). Thus, all the conditions of the Lemma 2.5 are satisfied, hence there exists x € K
such that M (x) = 0, i.e., there exists x € K, u € P (x) = (Px)4(x),V € Z(x) = (OX)p(x), W € Z(x) =
(Rx)(x) such that

f(x,y)+(T(u,v,w),y—g(x)> —|—¢(X,y) _¢<x7x) ¢ —intC(x), vy €k.

This completes the proof.

In the following theorem, we prove the existence of solution for the fuzzy mixed vector equi-
librium problem (2), which is obtained by taking g = I, the identity mapping in Theorem 3.1.
Theorem 3.2 Let Y be a locally convex Hausdorff topological vector space, K be a non-empty

convex subset of a Hausdorff topological vector space X. Let P,Q,R: K — % (L(X,Y)) be the

(X,Y)

fuzzy mappings and ¥, 2,% : K — 2 be upper semi-continuous set-valued mappings with

non-empty compact values induced by fuzzy mappings P, Q and R, respectively, i.e.,

‘@(x) = (Px)a(x)7 Q(x) = (Qx)b(x)a%(x) = (Rx)c(x)'

LetT:L(X,Y)x L(X,Y)xL(X,Y) —=2M%Y) £ K x K — 2" and ¢ : X x X — 2" be the set-valued

mappings such that the following conditions hold:
(i) f is generalized vector O-diagonally convex and affine in the second argument;
(iii) ¢ is affine in the second argument;
(iii) C: K — 2¥ be a convex set-valued mapping and Y \ {—intC(x)} is upper semi-continuous;

@v) forall y e K, f(-,y)+(T(-,-,-),y—()) + ¢(-,¥) — ¢(x,x) is upper semi-continuous with
compact values;

(v) there exists a non-empty compact subset A of K and a non-empty compact convex subset D
of K such that for all x € K \ A, there exists y € D such that

f(x7)7) + <T(”7V7W)7y_x> +¢(x,)7) - ¢(x7x) S —intC(x),

Vue 9()6) = (Px)a(x),v S Q(X) = (QX)B()C)7W S t@(x) = (Rx)c(x), VxeKk.

115



(JESC) The Journal of Engineering Science and Computing, Issue I, Volume I, April, 2019

Then the fuzzy mixed vector equilibrium problem (2) has a solution.

Proof. We define a set-valued mapping M : K — 2X by
M(X) = {y €K: f(x7y) + <T(u,v,w),y—x> + ¢(x7y) - ¢()C,X) € —intC(x),

Vue P(x)=(Px)yy),v € 2(x) = (0x)p),Ww € Z(x) = (Rx)c(x)}, VxeK.

Now, we have to show that x ¢ coM(x),V x € K. Suppose to the contrary that there exists ¥ € K
such that X € coM (). Then there exists a finite set {y;,y2,---,y,} such that ¥ € co{y1,y2,**,Yn},

then we have
f(xayl)—i_ <T(u,V7W)7J’i—f> +¢(x7yl) _¢(Xax) € —intC(i), i= 1a2a"'7n7

Vue P(x) = (Px)y),v € 2(x) = (0%)px), W € Z(x) = (RX) ()-

Since intC(%) is a convex set, foreachi=1,2,--- ,n with Y7 ;= 1,£; € [0,1], =Y, t;y;, then

it follows from the affinity of f and ¢ in the second argument that

S tyi) A+ (T vw), Ty tiyi = %) + @ (%, Ll tivi) — ¢ (X, %)
= Y tif(%yi)+(T(u,v,w),x—%) + ¢(%,X) — §(%,%)
= YL tif(%yi) € —imtC(%),
= Y!  tu; € —intC(X),Yu; € f(X,y;),i=1,2,---,n,

which is a contradiction to generalized vector 0-diagonally convexity assumptions of f and hence
x ¢ coM(x), VxeK.
Next, we prove that for each y € K, M~! (v) is an open set. To prove this, we need to show that

the complement [M~!(y)]¢ of M~!(y) is closed, i.e.,

M) = {x € K {f(x,3) + (T (,v,w),y —x) + ¢ (x,y) = ¢ (x,x)} VY \ {~intC(x)} #0,

Vue ‘@(x) = (Px)a(x)av < Q()C) = <Qx>b(x)7w < ‘%(x> = (Rx>c(x)}

is a closed set in K. Let {xq} be a sequence in [M~!(y)]° such that x4 — xo. Then there exist
ug € P (xa) = (Pxa)a(ry) Va € 2(Xa) = (O%a)p(xy)> Wa € % (Xa) = (RXa)c(x,) Such that

{f (e, y) + (T (ua; Vo, War ),y — Xa) + @ (X, ¥) — @ (Xa, %) } VY \ {—intC(xq) } # 0.

Since 2, 2,% : K — 22XY) are compact valued upper semi-continuous mappings induced by
the fuzzy mappings P,Q,R : K — .% (L(X,Y)), respectively, then by Lemma 2.3, {uy},{ve} and

{wq} have the subsequences {uq, },{ve,} and {wq, }, respectively, such that ug, — up,ve, — Vo
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and Wq, — WO and ug € @(x@ = (PX())G(XO),V() S e@()C()) = (QX())I,(XO),W() S ,@(X()) = (RX())C(XO).
Suppose that

Vo € f(Xa,y) + (T (o, va; Wa),y = Xa) + @ (Xa, y) = ¢ (X, %a) } OV \ {—intCxq) }-

Since f(-,y) +(T(-,-,-),y—(:)) +¢(-,y) — ¢(-,-) is upper semi-continuous and compact values,
it follows from Lemma 2.3 that there exists vy € f(xo,y) + (T (u0,v0,wo0),y — Xo0) + ¢ (x0,y) —
¢ (x0,x0) and a subsequence {Vvq, } of {vy} such that vy, — vp. Since Y \ {—intC(x)} is an upper

semi-continuous with closed values, hence by Lemma 2.1, vo € Y \ {—intC(xp)}, thus we have

{f (x0,y) + (T (10, v0,w0),y — X0) + ¢ (x0,y) — @ (x0,%0) } N Y \ {—intC(xo) } # 0.

Hence [M~!(y)]¢ is a closed subset in K and therefore M~!(y) is an open set for all y € K. It
follows from the condition (v) of the theorem that for each x € K \ A, there exists y € D such that
x € intM~'(¥). Thus, all the conditions of the Lemma 2.5 are satisfied, hence there exists x € K
such that M(x) = 0, i.e., there exists x € K,u € &(x) = (Px) 4(y),v € 2(x) = (OX)p(x), W € Z(x) =
(Rx)(x) such that

FOoy) + (T (u,v,w),y —x)+ 0 (x,y) — ¢(x,x) ¢ —intC(x), Vy € K.

This completes the proof.
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Abstract

In coming years, attraction to alternative urban mobility paradigms such as Connected and
Autonomous Electric Vehicles (CAEVs) will increase as CAEVs can significantly contribute
to not only optimize traffic flow and improve road safety but also minimize dependence on
fossil fuel and reduce carbon emission in urban areas. Nonetheless, there are several barriers
towards widespread adoption of CAEVs. In order to have significant growth of CAEVs in
urban areas, adequate number of charging facilities in urban areas is needed. However,
getting information of the available charging stations is still challenging. Furthermore, the
waiting time at the charging stations may be unpredictable. Thus an efficient smart CAEV
charging management is required for managing and allocating charging station resources
from different charging operators. In this paper, we have designed and implemented a
CAEV charging management system that utilizes automated reservation based charging
strategies which include effective reservation management and efficient allocation of time
slots of wireless charging stations. And we have conducted preliminary evaluations on various

charging parameters.

Keywords

Connected and Autonomous Electric Vehicles (CAEVs); Smart city; Smart CAEV charging;

Automated reservation.
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1 Introduction

More than half of the world’s population live in urban areas now, and it is anticipated to
reach 80% by 2050 [1].

With rapid urbanization, transportation related issues have posed a major impediment
to sustainable development for many cities. For instance, the increasing demand for mobility
yields significant greenhouse gas (GHG) emissions and thus causes environmental problems
(i.e. air pollution, climate change) due to the transportation using internal combustion
engines (ICEs) [2].

Futhermore, urban transportation systems are confronting significant challenges owing to
the drastic increase in vehicle ownership that yields increased road congestion, longer travel
times, growing parking demand as well as larger carbon footprint.

Smart cities, from a transport perspective, should effectively tackle the mobility challenge
of rapid urbanization and growing traffic congestion [1, 3].

Connected and Autonomous Electric Vehicles (CAEVs) [4] could be a potential solution
to urban transportation problems and thus for mitigating the impact of carbon emissions
and climate change.

CAEVs that use emerging communication technologies, deep learning techniques, and
highly efficient batteries could transport people more efficiently, without the need for drivers
or fossil-fuel based ICEs [5].

Wide adopation of CAEVs could reduce environmental degradation through reduced
COg emissions while furnishing beneficial economic and social outcomes through improved
efficiency, traffic flow, road safety, and greater access [6].

Given the advantages of cleaner and reliable transport, CAEVs could potentially accel-
erate significantly greenhouse gas emissions reductions in the transport sector and would be
beneficial for urban environments such that to improve quality of life in urban area.

Though CAEVs may have the capacity to change the landscape of transportation, recharg-
ing CAEVs in the urban area might be challenging.

For the wide-scale deployment of CAEVs in urban areas, significant number of charging
facilities should be deployed in urban areas such that CAEVs can recharge whenever they
desire.

Although fast charging facilities are emerging, still charging is almost limited to chargers
at homes, businesses and public places where recharging takes hours compared to refuelling
the ICE-enabled vehicle which takes just a couple of minutes. So CAEVs may have to
face longer waiting time at the charging stations. Thus, an efficient smart CAEV charging
management is required for managing and allocating charging station resources.

This paper presents automated reservation based charging strategies and depicts imple-

mentation of a system that can provide effective automated reservation for CAEVs. One of
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the objectives is to minimize waiting time at the charging stations.

Other significances of this system are to alleviate the challenges related to allocation of
charging station resources in dense urban area, especially during peak (rush) hour and to
assure convenience of automated and coordinated charging strategies.

The remainder of this paper is organized as follows. Section II highlights Related works
while Section III describes Connected and Autonomous Electric Vehicles. Similarly, Section
IV introduces CAEV Charging Management System. Automated Reservation Mechanism is
described in Section V, while deployment of SecCharge CAEV system is depicted in Section

VI. Finally, Section VII provides conclusions.

2 Related Works

Autonomous vehicle (AV) technologies have been progressing at a very rapid pace over the
past decade. Typically, the technological advancement for AV accelerated in 2015. And
in recent years, Connected and Autonomous Vehicle (CAV) as well as Connected and Au-
tonomous Electric Vehicle (CAEV) technologies are considered as highly appealing automo-
tive technologies.

Many companies are heavily investing in CAVs and adopting different approaches to
bring the change in automotive industry. Typically, the companies working on CAVs can be
categorized into Traditional Original Equipment Manufacturer (OEM) players and disruptive
players. Traditional OEM players are companies that are already in the automotive business
and disruptive players are those that have no significant background in automotive industry
such as Waymo, Uber.

In recent years, there have been many researches and studies undertaken in the trans-
portation domain related to CAVs and CAEVs [6, 7, 8]. Some of them focus on CAEV
applications, for instance, the paper [9] proposes a secure automated valet parking using
privacy-preserving reservation scheme for AVs.

It can be observed that the charging management of Battery Electric Vehicles (BEVs) [10,
11, 12] are well studied. For instance, in the paper [13], the authors have proposed smart
charging strategies that incorporate unified Grid-to-Vehicle and Vehicle-to-Grid charging
framework in order to provide optimal integration of plug-in electric vehicles (PEVs) within
the existing distribution system infrastructure. Similarly, in [14, 15, 16], optimal scheduling
mechanisms for charging electric vehicles (EVs) are depicted. However, these techniques may
not suitable for CAEVs since CAEVs have unique characteristics such as vehicle autonomy:.

Studies in charging management of CAEVs [17, 18, 19] are still in early stage. Major
challenge in the charging management of CAEVs is due to the fact that there is less or no

human intervention.
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The paper [20] proposes an effective, autonomous proportional control scheme for charg-
ing EVs, which does not require any real-time communication between the EV and the utility.
Whereas in the paper [21], the authors have proposed a multi-class dispatching and charging
scheme which can be used for autonomous electric mobility on-demand (AEMoD) services.
And the paper [22] investigates electricity use of fully autonomous electric vehicle (AEV)
fleets in cities, which is based on a dial-a-ride system. Similarly, the paper [23] presents
an AV public transportation system that supports point-to-point services with ride sharing
capability as well as manages a fleet of AVs and accommodates a number of transportation
requests. The authors focus on two major problems in the system: scheduling and admis-
sion control. However, these papers neither deal with reservation of the charging stations

nor address issues of waiting time at the charging stations.

3 Connected and Autonomous Electric Vehicles

3.1 Overviews

Connected and Autonomous Electric Vehicles (CAEVs) are complex automotive systems,
combining basically connected vehicles (CV), autonomous vehicle (AV) and electric vehicle
(EV).

A connected vehicle (CV) is a vehicle with technology that enables it to communicate with
nearby vehicles, infrastructure, as well as objects; but may not be automated nor electrically
operated. While, an autonomous vehicle (AV) is a vehicle that is, in the broadest sense,
capable of driving itself without human intervention. And electric vehicle (EV) is a vehicle
that powers up and operates with energy stored in the battery.

Typically, CAEV is an electric vehicle that is capable of sensing its environment and
navigating with little or no human input. CAEV senses its environment using various sensing
devices including Radar, LiDAR (Light Detection and Ranging), image sensors, and 3D

camera etc. Basically, CAEV is composed of five major components [5].

o Perception system which is responsible for sensing the environment to understand its

surroundings.
« Localization and mapping system that enables the vehicle to know its current location.

» Driving policy refers to the decision making capability of a CAEV under various sit-
uations, such as negotiating at roundabouts, giving way to vehicles and pedestrians,

and overtaking vehicles.

o Communication system: As CAVs will be connected to the surrounding environment

such as vehicles with Vehicle to Vehicle connectivity (V2V), to the infrastructure with
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Vehicle to Infrastructure (V2I) and to anything else such as the internet: Vehicle to

Anything (V2X), through wireless communications links

» Storage Battery System: This system includes charger and battery packs in the vehicle.
Basically State of Charge (SoC) level determines the amount of charge stored in the
battery.

3.2 Need of CAEVs

CAEVs definitely transform existing mobility paradigm. It can be observed that technologi-
cal advancements in driving assistants and network connectivity yield further opportunities
and services and meet the sustainable development for cleaner, safer, and smarter mobility.

CAEVs offer many potential advantages in terms of sustainable development for environ-

ment friendly urban mobility, which are as follows.

o Improved safety: may eliminate many of the accidents caused by human error, esti-
mated at about 90% of all accidents.

o Greater mobility: for those who cannot drive, including elderly, disabled, and youth.

o Reduced parking needs: passengers can be dropped off at their destinations without

needing a nearby parking space.
o Relaxed drivers: drivers can rest, work, or entertain themselves during a trip.
e Increased car-sharing: reduced need for individually-owned cars.

o Increased road capacity: through fleet platooning, more predictable traffic flow, and

reduced congestion

o Fewer CO3 emissions and pollutants: using electric power to operate, can reduce GHG
emissions as well as air pollution; minimized environmental impact; improve quality of

life in urban area.

o Less fuel costs: Fossil fuel will not be consumed to run CAEV, so fuel consumption is

significant reduced.

With wide adoptation of the CAEVs, it is expected to improve road safety, optimize traffic

flow, help reduce fuel consumption, and minimize COs9 emissions in the urban environments.
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3.3 Vehicle Automation

Society of Automotive Engineers (SAE) released SAE International Standard J3016 that
sets out taxonomy and standard to define different levels of autonomy [24]. SAE updated
its classification in 2016 as SAE J3016_ 201609.

Basically, vehicle automation has been categorized into various levels of autonomous
vehicle technology ranging from Level 0, corresponding to no automation, to Level 5, cor-
responding to full automation. For instance, automated driver-assistance systems such as
adaptive cruise control correspond to lower automation levels, while fully automated driver-
less vehicles correspond to higher automation levels.

The SAE defined levels of vehicle automation is depicted as follows.

Level 0 — No Automation: In this level, the human driver is responsible for all the driv-
ing tasks including control of the car as well as monitoring the road and environment
around the car. Level 1 — Driver Assistance: In this level, the human driver is assisted
with either steering or acceleration/ deceleration by the driver assistance system but
not both. For instance, adaptive cruise control. Level 2 — Partial Automation: In
this level, the driver assistance system take care of both acceleration/ deceleration and
steering control of the car, while the human driver monitors the road and environment
around the car. It includes more advanced levels of driver assistance and requires con-
tinuous supervision of the driver. Level 3 — Conditional Automation: In this level, the
automated driving system undertakes all aspects of the dynamic driving task with the
expectation that the human driver will respond appropriately to a request to intervene.
Thus it requires partial supervision of the driver. Level 4 — High Automation: In this
level, the automated driving system undertakes all aspects of the dynamic driving
task, even if a human driver does not respond appropriately to a request to intervene.
This level is basically unsupervised. Level 5 — Full Automation: In this level, the
automated driving system undertakes all aspects of the dynamic driving tasks in all

roadway and environmental conditions. This level does not require driver at all.

Figure 1 shows SAE defined level of vehicle automation.
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3.4 CAEVs in Smart Cities

Smart cities will contain fully-integrated infrastructure, including smart transport services,
smart water/ electric grid systems, smart environment monitoring services and others. In
turn, these smart systems shall accelerate efficiency and productivity, while improving quality
of life.

One of the key components of smart cities are intelligent transportation solutions in-
cluding CAEVs. For these vehicles to effectively and efficiently travel in the city, several
infrastructure changes are required in order to accommodate them. One major change will
be the implementation of Road Side Units (RSUs) along streets and highways. The RSUs,
which are vital components of Intelligent Transportation Systems (ITSs), use public or pri-
vate networks to send vital information to the CAEVs. With the help of these RSUs, CAEVs
will be able to visualize activities far ahead on their routes.

Smart cities, able to integrate living space with efficient mobility solutions like CAEVs,
will necessitate faster and better connectivity, as well as improved data storage. Through
the use of emerging communication such as 5G, infrastucture that is complete with sensors
will be able to capture surrounding information (such as traffic information) and transmit
this data to CAEVs on the road. For instance, a sensor-equipped traffic light would be able
to send information about light changes to CAEVs, allowing the latter to act properly.

Other major changes of smart cities will be alterations to the use of parking spaces and
traffic flows. The smart cities will most likely see the benefits of intelligent transport if
CAEVs are used shared services. With deployment of shared CAEVs, not only the demand
for parking or garages will drastically decrease but also the traffic flows in the smart cities

will be reduced, in turn, reducing traffic congestions.
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4 CAEV Charging Management System

In this section, CAEV charging management system based on the SecCharge platform is pre-
sented. It consists of following key components: SecCharge CAEV server, Wireless charging
station operators (WCSOs), and Energy service providers (ESPs). Figure 2 depicts a high

level diagram for CAEV charging management system.

SecCharge CAEV

Server

Figure 2: High level diagram for CAEV charging management system

ESPs are autonomous entities producing and distributing energy to the consumers. These
consumers may be private (i.e. homeowners) or public (i.e. charging stations operators).
Whereas, WCSOs are fundamentally accountable for operation and maintenance of wire-
less charging stations (WCSs). Typically, WCSOs may manage multiple WCSs at various
charging sites/locations. As shown in Figure 2, a particular electric vehicle (EV) charging
network may have several WCSOs such as WCSO-1, WCSO-2.., WCSO-N.

A SecCharge CAEV system, which is a central component of the system architecture,
acts as a Smart Management Center (SMC) for EV charging. It is designed for facilitating
charging services to the CAEVs by providing effectual coordination with various WCSOs in
EV charging networks.

On one hand, SecCharge server may provide charging related services to CAEVs including
finding WCS location, assigning reservation and managing CAEV information and financial
transactions. On another hand, SecCharge server is responsible for interacting with WCSOs
for efficient smart charging. The SecCharge CAEV system may establish agreements with
different WCSOs in the EV network such that CAEVs can charge in the entire EV charging
infrastructure.

Consequently, the SecCharge CAEV system is based on a centralized server that smartly
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manages charging related activities. In case of scheduling and reservation services, the
system maintains reservation allocation information including occupied and available time
slots, so that CAEVs may reserve the WCSs operated by different WCSOs. In the SecCharge
CAEV charging management system, automated reservation mechanism is one of the main

components.

4.1 System Functionality

Main functionality of the SecCharge CAEV Charging management system includes Data

collection, Route/Trip planning, and Scheduling and Reservation services.

o Data collection service: CAEVs can obtain information on wireless charging stations
(location, technical characteristics, current status). The system also obtains informa-

tion (i.e. current State-of-charge, current location) from the CAEV and CAEV owner.

o Scheduling and reservation services: CAEVs can reserve the wireless charging stations
operated by various WCSOs. The system collects all the information about the reser-
vation. Reservation allocation information including occupied time slot and available
time slots can be retrieved. Reservation can be modified, or deleted by the CAEV
owner. CAEV owner can also view the historical data of his previous reservations.

Detail explanation of automated reservation mechanism is provided in Section 5.

5 Automated Reservation Mechanism

In this section, automated reservation mechanism is proposed for SecCharge CAEV Charging
Management System [25].

For the wide deployment of the battery electric vehicles (BEVs) as well as CAEVs, a range
anxiety is one of the major issues. In order to minimize such an anxiety, charging CAEV
in a timely fashion is imperative to guarantee a certain degree of its mobility. However, for
EV/CAEV charging, the waiting time at the charging stations is still challenging issue.

Similar to EVs, CAEVs are concerned with charging process as the charging time is still
significantly long especially with Level 2 charger. As wireless charging being in very early
stage, the charging time is same as with Level 2 charger. Possibly, long charging times
may cause considerable delays, owing to not only the CAEV charging process, but also the
waiting times due to busy charging stations.

Furthermore, unlike EVs, CAEVs especially level 4 and 5 would driver assistance system
shall take most of the tasks, so CAEVs would be responsible for timely charging as well.

In the future, number of CAEVs will increase significantly in the urban areas, then they

may experience congestion at several WCSs. Since waiting in queue at the charging stations
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may not be convenient for CAEVs, the system should be able to provide current waiting
time for the WCSs such that the CAEVs would recharge accordingly. This would help to
curtail queuing time at the WCSs.

In this paper, we have proposed a novel automated reservation mechanism for charg-
ing CAEVs. By deploying an automated reservation mechanism, the CAEVs can reserve
recharging schedule ahead of time, so such a strategy can not only minimize waiting time
but also alleviate congestion at the charging stations (i.e. recharging congestion).

Primarily, SecCharge CAEV system embraces charging strategies based on slotted reser-
vation where, a 24-hour period is divided into time slot intervals, for instance, J is set at 15

min in our case. Table 1 shows the notations used in the scheme.

Table 1: Notations used in the scheme

Symbol Description

S0C mnax Upper limit of SoC level

SoCy; Critical SoC level

SoCly Threshold SoC level for a given CAEV
SoCiar Targeted SoC level for a given CAEV

€ Total energy gained from SoCh, to SoCiar,
kWh

tth Charging time required from SoCyy, to SoChar

tira Travel time to the WCS

Larr Arrival time at the WCS

twa Waiting time at the WCS

ts Reservation start time

£ Reservation finish time

T" Reservation duration

n Number of time slots

0 Time slot interval

Loceyr Current location of a given CAEV

Dest Destination to be reached by a given CAEV

Automated reservation allocation scheme is a strategic constituent of the charging strate-
gies. The automated charging module gets information from the sensing unit to determine
the state of charge (SoC) of the CAEV. A threshold SoC for a CAEV SoCyy, say 25%, is
an initial desired SoC level for recharging a particular CAEV. A critical SoC SoC¢, is bare
minimum SoC level in the CAEV. It should be noted that SoC};, must be greater than SoCk,.

Thus as soon as current SoC reaches SoCly,, it will send an alert and triggers Reservation
Request (Reserve Req).

In automated reservation allocation scheme, the CAEV sends Reserve Req, which has
3-tuple {SoCly, Loceyr, Dest}, to the SecCharge CAEV system indicating that the CAEV
needs recharging. Figure 3 depicts message flows for CAEV Charging.
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CAEV Server Charging Station
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1. Reserve_Req

o 2. Generate
reservation ticket
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Figure 3: Message Flows for CAEV Charging

Upon receiving Reserve_ Req, the SecCharge CAEV Server shall deploy an algorithm for
determining appropriate SoC level and reserving time slots with an appropriate charging

station. Figure 4 depicts an algorithm flow for the automated reservation.

Obtain Reserve_Req
from CAEV

'

Determine SoC,_ for
CAEV

v

Determine required
charging time for CAEV

I

List nearby WCSs from
Loc,, of CAEV

'

Determine least {_ and

tua

Select next least £
and 1,

Make pre-authorization
payment for CAEV

v

Generate reservation
ticket for CAEV

v

Send Reserve_Confirm
* Yes to CAEV

Check availability

of required time

Allocate required time +

slots

End

Figure 4: Flow for Automated Reservation Algorithm

Target SoC level for recharging is given by:

SoCiar = « (SOCmaX - SOCcur)

where « is a coefficient for recharging, such that o € {0,1}.
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Determination of o depends on various factors such as distance to be travelled, a loca-
tion of a WSC (i.e. downtown or suburb) and time of day (peak hour or wee hour). As
SecCharge CAEV server is responsible for determining «, in turn, SoCt,, for each CAEV, a
slot allocation in WSC will be optimal.

Required charging time tg,, is computed as:

Q

tehar = S0Ctar X m

where @) is CAEV’s battery capacity (kWh); CR, is charge rate; p is CAEV charging
efficiency, typically, u = 0.9.

While computing tchar, C' Rz should be considered with lower value of either the vehicle’s
acceptance rate or the WSC power output rate.

With the list of nearby WSCs, the SecCharge CAEV Server shall compute travel time
(tira) to each WCS as well as waiting time (ty,). The waiting time (ty,) is the time between
the arrival time (t,y) of the CAEV to the WSC and the time that the CAEV starts to
receive charging service.

Then the SecCharge CAEV Server shall determine the WSC with the least t;4 and tya
and check if the required time slots are available in the given WSC.

If the required time slots are not available, then the SecCharge CAEV Server shall choose
the next WSC with lower tiy, and tya,.

After allocating the time slots in the given WSC, the SecCharge CAEV Server shall
generate Reservation ticket, which has reservation information. At least, the reservation
information for the CAEV shall have Reservation start time(t), Reservation finish time (})
and information on WSC location.

Reservation finish time and reservation duration can be computed as follows.

F=te+nxd

=t

After successful pre-authorization payment with help of the Payment gateway, the sta-
tus changes to ‘payment pre-authorized’. Upon successful generation of the reservation
ticket, the SecCharge CAEV server shall send a confirmation for automated reservation
(Reserve Confirm) to the CAEV. In the meantime, the SecCharge CAEV server shall also

send the automated reservation details (Reserve Now) with 7" in order to reserve time
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slot(s) at the given WCS.
Upon receiving Reserve Confirm, the CAEV can obtain a desired route to re-route via
the given WCS.

6 Deployment of SecCharge CAEV System

This section describes the deployment of SecCharge CAEV Charging Management system.

It includes real-world implementation in a testbed as well as case studies and analysis.

6.1 Implementation in Testbed

SecCharge CAEV system utilizes combination of client-server, web-based and mobile archi-
tecture. It has several key components such as back-end servers, Control center server, and
payment gateway modules.

At the back-end, it consists of Application server, Database server and Authentication
server. The back-end system is connected to the payment gateway for financial transaction.
The client can access to the back end system through mobile or web applications.

The back-end server has connection to the Control center server for accessing wireless

charging stations. Figure 5 depicts system architecture for SecCharge CAEV Charging
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Figure 5: Testbed for SecCharge CAEV Charging Management System

The technical specifications of the SecCharge CAEV system are discussed as follows.
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The SecCharge application is built on Model View Controller (MVC) architecture. MVC
architecture divides application into three parts which are interconnected and have loose
coupling. Loose coupling among these three components allows code reuse and easy code

modification.

¢ Model: A model stores information that is recovered from the controller and showed

in the perspective user interface view.

o View: A view is graphical user interface that creates a yield presentation to the client

in light of changes in the model.

o Controller: A view controller creates a yield perspective and an inserted controller. It

manages the interaction between the view and model.

The MVC architecture is implemented using the Spring framework which is generally
referred as Spring MVC.

Oracle Express edition has been used as the database for application due to its highper-
formance speed and multiple databases support. Hibernate is an ORM (Object Relational
Mapping) API which abstracts the SQL from developers. This allows developers to focus
primarily on developing business logic thus speeding up the software development.

Apache Tomcat provides a light weight web container to host SecCharge application.
Primarily Tomcat was used because it supports Java and is compatible with Spring MVC
and consumes less memory.

And Eclipse is deployed as a fundamental Integrated Development Environment (IDE)
for web application development, while Android Studio is used as IDE for Android platform
development.

Being open source operating system and Linux distribution based on Debian, Ubuntu is
considered as underlying operating system in the SecCharge system.

Representational State Transfer (REST) is an architectural style that specifies constraints
to induce desirable properties like performance, scalability and modifiability. These desir-
able properties make a web service work best on the web. RESTful web services are the
web services which implements REST architecture. In SecCharge system, web services are
implemented using REST API provided by Spring framework. All HTTP/ HTTPS calls
in the application are performed over RESTful web services. And being lightweight data-
interchange format, JavaScript Object Notation (JSON) is used.

As Open Charge Point Protocol (OCPP) is an application protocol for communication
between wireless charging stations and a central management system, the OCPP is consid-
ered as communication protocols between WCSs and the SecCharge CAEV server in our
implementation. Being an open protocol, the OCPP would allow wireless charging stations

and central systems from different vendors to easily communicate with each other.
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For the testbed deployment, the SecCharge CAEV platform uses miniture CAEV. The
miniture CAEV is built with remote controlled (RC) car that has been modified using Rasp-
berry Pi 3 along with a Pi camera and I?C-bus Pulse-width modulation (PWM) controller,
namely PCA9685. In order to achieve an automated driving capability, it uses various soft-
ware libraries including OpenCV (Open Source Computer Vision) and machine learning
tools such as Tensorflow and Keras.

Google Map platform is used to compute a distance to be travelled and a time taken for
that distance.

6.2 Case Studies and Analysis

In order to provide an efficient automated reservation service, charging parameters should be
properly adjudicated. However, determining the charging time may not be straightforward,
since it may take long time for full charge. Especially, when the CAEV has limited time for
recharging, the required charging time should be determined with pertinent SoCi,;.

Furthermore, during daytime, the charging stations in the urban areas may be very
demanding. So determining appropriate number of time slots for charging BEVs/CAEVs
may be challenging. With efficient allocation of the time slots, the waiting time at the
charging stations can be significantly minimized.

For the testbed implementation, we have considered several assumptions in case of the
electric vehicles and charging stations.

Since technical details for fully-fledged CAEVs (i.e. Level 4 and 5) are not available till the
date, we have determined to utilize the technical specifications of the existing Battery Electric
Vehicles (BEVs) for the testbed implementation. Table 2 shows the technical specifications
of BEVs that are considered for the testbed implementation.

Table 2: Technical Specifications of BEVs [26]

Make, Model, Year Battery OnboardTotal ChargingAvg Fuel
capacity charger range time consumption
(EPA for full rating
rating) charge

kWh  kWh km h kWh/100km
Smart fortwo 2017 17.6 7.2 93 3 19.6
Nissan Leaf 2017 30 6.6 172 6 18.6
BMW i3 94Ah 2017 33 7.4 183 5 17.8
Ford Focus Electric 2017 33.5 6.6 185 5.5 19.6
Chevrolet Bolt 2017 60 6.6 383 9.3 17.6
Tesla Model S 75D 2017 75 10 417 12 20.3

Environmental Protection Agency (EPA) has specified a total range (EPA rating) covered

136



(JESC) The Journal of Engineering Science and Computing, Issue I, Volume I, April, 2019

by a BEV with full charge, shown in the Table 2.
Charging time for full charge is shown in the Table 2. Basically, the charging time for

BEV may depend on following parameters:

Current SoC level or Energy stored in its battery pack.

Size of battery pack or Battery capacity.

On-board charger capacity or Vehicle acceptance rate

Output of a charging station

For the convenience, plug-in charging outlets such as the International Electrotechnical
Commission (IEC) 62196-2 chargers are considered. Typically, in the testbed implementa-
tion, we have considered three Level 2 chargers, namely, a) charger with 240V, 3.6kW, 16A;
b) charger with 240V, 7.3kW, 32A; and c) charger with 400V, 11kW, 16A.

Case I

Case I depicts the analysis of BEV charging parameters with the given SoCl,;.

With the assumption of plug-in charging outlet with 7.3kW, 32A, several sessions of
charging process were conducted for the selected BEVs.

Assuming SoChy, at 25%, SoClay is computed such that SoC level reaches at 60%. Then
we have obtained various BEV charging parameters including e, t%gw 7', and 7. Table 3

shows various BEV charging parameters for the selected BEVs.

Table 3: BEV charging parameters

Make, Model, Year e, kWh ¢ 'h 7" h

tar» n
Smart fortwo 2017 6.2 0.97 1 4
Nissan Leaf 2017 10.5 1.73 1.75 7
BMW i3 94Ah 2017 11.5 1.73 1.75 7
Ford Focus Electric 2017 11.7 1.94 2 8
Chevrolet Bolt 2017 21.0 3.18 3.25 13
Tesla Model S 75D 2017 26.3 3.93 4 16

It can be seen that eventhough the bigger BEVs yield larger € than the smaller BEVs,
the formers need more 7 than the latters. With the appropriate charging time for different
types of BEVs, the system shall be able to efficiently manage the time slots 1 from various
WCSs.
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Case I1

Case II delineates variation of BEV charging parameters for the specified range. In this case,
we have selected two representative BEVs, namely, BMW i3 94Ah 2017 and Tesla Model S
75D 2017.

In order to accumulate similar range, about 100 km, during charging process, SoCt,, for
BEV should be appropriately computed. It can be observed that determination of oz depends
on the distance to be travelled.

Assuming intial SoC is SoCyy, SoCiar is computed with proper selection of . Then
various BEV charging parameters (i.e. e, tE}alr, n) are obtained for that specified range.

Table 4 shows the BEV charging parameters for the specified range.

Table 4: BEV charging parameters for the specified range

Make, Model, Year SoCliar, €, tggr, i
% kWh h

BMW i3 94Ah 2017 79 17.8 2.73 11

Tesla Model S 75D 2017 52 19.5 3.13 12

To achieve similar added distance, SoCt,, for BMW i3 is significantly higher than that

for Tesla Model S. However, BMW i3 requires slightly lesser t%gr, in turn, 1 than Tesla Model
S.

Case III

Case III illustrates the effect of the charging outlet outputs on the BEV charging parameters.
Appropriate selection of the Level 2 charging outlet may be desirable since with higher
charger output, the charging time and the number of time slots can be reduced drastically.
Figure 6 depicts charging time and number of time slots required for various Level 2

chargers.

30 7,

— BMW i3

e Tesla Model S 6
BMW i3

—— Tesla Model S

- 1
0

3.6kW 7.3kW 11kW

25

No of Time slots required
w
Required Charging time, hr

Level 2, Charge Qutput

Figure 6: Charging time and number of time slots required for various Level 2 chargers
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It can be observed that the charging time decreases with the increase in the charger
output. Furthermore, with 7.3kW charger, n for BMW i3 and Tesla Model S are 11 and
12 respectively, whereas with 11kW charger, n for BMW i3 and Tesla Model S are 7 and 8
respectively.

The system shall choose the charging outlet with appropriate charger output for efficient
management of the WCSs.

Case IV

Case 1V depicts the selection of appropriate targeted SoC level. In order to provide efficient
allocation of the time slots at the charging stations, precise computation of SoCi,; is essential,
which mainly relies upon «.

Determining proper targeted SoC level might be challenging since on one hand, CAEVs
do not need to recharge more frequently, but another hand, CAEVs do not have to spend
lot of time at the charging stations.

Figure 7 shows the charging time with respect to various SoCt,r. With increasing SoCay,
the required charging time increases significantly. In order to provide efficient time slot
allocation, SoCtsy needs to be computed precisely.

7

== BMW i3, 7.3kWh

6 —4—BMW i3, 11kWh
Tesla Model S, 7.3kWh
—i— Tesla Model S, 11kWh

Required Charging time, h

50 55 60 65 70 75 80
Targeted SoC Level, %

Figure 7: Charging time with respect to various targeted SoC levels
Figure 8 illustrates the energy gained with respect to various SoCts;. The energy gained
for Tesla Model S is distinctly greater than that of BMW i3 for all SoCt,,. For instance,

at SoCiar = 60%, Tesla Model S has gained 26.3kWh, whereas BMW i3 has gained only
11.5kWh.
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Figure 8: Energy gained with respect to various targeted SoC levels

Figure 9 characterizes the range added with respect to various SoCl,;. The range added
for Tesla Model S is significantly higher than that of BMW i3 for every SoCl,,. For example,
at SoCiur = 60%, BMW i3 has added only 64.4km, while Tesla Model S has added 146.4km.
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Figure 9: Range added with respect to various targeted SoC levels

7 Conclusions

Connected and Autonomous Electric Vehicles (CAEVs) are getting attention due to the fact
that they can provide significant benefits such as improved traffic flow, improved road safety,
reduced carbon emission in urban areas and minimized dependency on fossil fuel.

For greater penetration of CAEVs in the smart cites, the deployment of charging facilities
in urban areas should be well considered. However, getting information on the availability
of charging stations and duration of waiting time at the charging stations is still challenging.
In order to manage and allocate the charging station resources from different WCSOs, an
efficient and smart CAEV charging management is necessitated. We have designed a system
utilizing automated reservation based charging strategies that include effective reservation

management and efficient allocation of time slots of wireless charging stations. In this system,
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charging strategies based on automated reservation are used, which encompass optimum
WCS selection in terms of waiting time and charging time as well as scheduling including
reservation slot allocation and pre-authorized payment.

The test-bed was built using Backend servers and modified RC cars built on Raspberry
Pi. And case studies are carried out along with the analysis to verify the efficient allocation
of the time slots in WCSs.
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Abstract: The annual Islamic pilgrimage, Hajj has become very easy and planned in this era.
Authorities in the Kingdom considering to make this Holy event more secure, convenient and
controlled by planning strategically and comprehensively. For this, Government launched a
program, called Vision 2030. This program intends to facilitate and serve Muslims who gathered
annually in Makkah-tul-Mukarramah. Presented research proposes a model and architecture for
the Hujjaj monitoring and tracking using a mobile based application. This application
can function as a guide or facilitator for Hujjaj whilst performing Hajj (The Fifth pillar of Islam).
The gathering  of  hujjajfor Hajj istaken into account as, the  most
important annual gathering of Muslims on earth. Hajj is a demonstration of the cohesion of the
Muslim brotherhood, and their submission to ALLAH, entirely. The word Hajj is a manner of
ritual or to intend a journey, which connotes each, the outward act of a journey and the inward act
of intentions. Theme of this proposed application is to make sure that the Haji perform rituals
(manasik) without a doubt, in accordance with the Sunnah. Presented application at the one
hand is capable to improve Hajj services, and at the other hand, it additionally make sure that Haji

is aware of that, ‘wherein he/she is and in wherein he/she supposed to be’. We used the foundation

144



(JESC) The Journal of Engineering, Science and Computing Issue I, Volume I, April, 2019

of spatio-temporal concepts and theory to model data, operators and functions. These spatio-
temporal constructs are then integrated with geofence information to the proposed framework as a
conceptual model for system. Presented application has the potential to increase the

modern strategies in the way to offer assistance and provided quality of services.

Keywords: Spatio-Temporal Modelling, Hajj, Pilgrims, Huge Crowd Management System,
Realtime Tracking and assistance, Mobile applications
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1. Introduction

It is considered that the Hajj is most important pillar of Islam, covers all kinds of rituals. In the last
month of Hijri calendar Hajj is done once in a year. In the Kingdom of Saudi Arabia Makkah, Hajj
is performed by the Muslims. It is the duty of every healthy and wealthy Muslim to perform Hajj
once in a life. All those Muslims who has a great health and good finance should perform Hajj.
There are five pillars of Islam and Hajj is set on 5th. The word “Hajj” is to make intention to a
Holy journey. Muslims start to perform Hajj from the 8 ZilHajjah to 12 ZilHajjah (13 ZilHajjah
for other case). A man who pilgrims called Haji and Hajjah for female. Very large number of
Muslims approximately three million of Hijjaj perform this sacred rituals of Hajj by gathering in
Makkah. When the second last month of Islam ZilQadah starts the Hujjaj arrives to Saudi Arabia.
With good preparation and great intention in their heart the Muslims enter in Meeqat. It takes a
week to gather in Mecca. Every Muslim starts to walk seven times clock wise around the Ka’ba.
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They run back between the hills Al-Safa and Al-Marwah where the drink zamzam well, then they
move towards Mount Arafat where in the plain of Muzdalifa they spend a night, They through
stones at evil three pillars which is also the part of Hajj. Then the time comes when they shave
their heads and sacrifice animal and also celebrate three days of Eid-ul-Adha. There is also a details
for the places they visited which is also has to follow. Now the Hajj is performed which starts 8™
Zil Hajj to 12" Zil Hajj.

One of the main aims of this paper is to propose a novel definition of Hajj as spatio-temporal event.
Hajj is defined as an event where Pilgrim has a mandatory religious obligation to move into a
specific place at specific time and stay for a specific period; and leave a specific place at a specific
time and perform rituals as per Quran and Sunnah”. In this perspective, a Pilgrim (called Moving
Object) is bound to move (enter into or depart) a specific place (a Spatial attribute) at specific
time ( Valid Time VT, or Transaction Time TT) for a specific period (time interval) during the
course of Hajj (called Event). Therefore, the event of Hajj may be defined as spatio-temporal

event where Pilgrim is the spatio-temporal object.
1.1 Problems Faced by Pilgrims during Hajj

In Islam Hajj is set of all rituals. Every year Not only the Hundreds or Thousands of Pakistani but
also people of all over the world performs Hajj. These are not enough the facilities that are provided
to Pakistani pilgrims, Major problems are also present especially for Pakistani not distant residence
like stampede, lack of guidance etc. For performing Hajj millions of Muslims are gathered in
Makkah_tul_Mukarramah every year. It becomes a challenge for the Kingdom authorities to give
best security to pilgrims. Events are disturbed during this occasion with accidents and tragedies.
Some of them are listed in (Table 1).

Table 1: Accidental events and tragedies during Hajj [5]

Date No. of Martyrs Place Reason
24-09-2015 310 Mina Stampede
12-01-2006 360 Jamaraat Stampede
22-01-2005 3 Mina Stampede
01-02-2004 250 Mina Stampede
11-02-2003 14 Jamaraat Stampede
05-03-2001 35 Mina Stampede
09-04-1998 118 Mina Stampede
15-04-1997 343 Mina Fire Spread
24-05-1994 270 Jamaraat Stampede
02-07-1990 1426 Mina | Suffocation in Tunnel
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The capacity of Haram for Hujjaj is being increased very fast. During performing of rituals see

(Table 2) pilgrims may face various types of problems for instance lost and found scenarios.

Table 2: Spatio-Temporal-Event based application support [8]

Important Movements of
Haji w.r.t Space, Time
and Event

Application Support

Meeqaat Entrance and/or
Exit

Location based notification to Haji using App. before and after
entrance and / or exit

Perform Umrah

Notifies Haji step by step as per selection of Hajj Type and
Classifies accordingly before entering into Meeqaat

Perform Tawaaf

Assist Haji by Automatic Tawaaf Counter

Perform Sa’ee

Assist Haji by Automatic Sa’ee Counter

Move to Mina

Location based notification to Haji using App. before and after
entrance and / or exit with respect to date and time

Move to Arafaat Location based notification to Haji using App. before and after
entrance and / or exit with respect to date and time
Move to Muzdlifah Location based notification to Haji using App. before and after

entrance and / or exit with respect to date and time

Go to Jamaraat

Notifies Haji with respect to Location, date and time

Go to Building/Hotel

Notifies Haji with respect to Location, date and time

1.2 Primary Logical Flow Of Start Of Hajj Application (In Perspective Of Ul Screens And

Messages)

1) First residence select the type of Hajj.
2) Now it will check the Haji’s current location that it is right or wrong based on above description.

3) Now next information is displayed.

4) Meqaat is validated.

5) Residence is validated.

6) With respect to event, location and time validate NEAR/IN/OUT of all other fences.

7) As per event, location and time information is displayed.

1.3 Application’s Description:

It is worked as a remedial application by the proposed application to the problems which is defined
above. To ensure the smooth performance of Ibadat the following three parameters of the

application are focused by our application.
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Aware that a right person is at the right place at right time.

1.3.2 Assistance

ELECTRODES

LEDs

HAPTIC
MOTOR

CONTINUITY
CIRCUIT

() The Nymi [4]

(b) Hajj QR wristband

Fig. 1: Wrist band approaches

Second measure feature of application is Assistance. On the basedof current location, date and

time will be guided by Haji.

1.3.3 Tracking

Update the location of pilgrime by tracking them on server, for security reason it is reviewed

the location of Hijaj.

Providing above facilities, several features will be able to provide by our application in future.

Currently in our application it is focused on limited features. Key functions includes:

=

Location Based Routing and Assistance for Hujjaj
Immediate Monitoring and Controlling of Hujjaj as
Transportation Facilitation

Improved Disaster Management

uide/ Route Hujjaj for Load Balancing To Avoid Extreme Rush
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o

Manage Every Single Person in Hujjaj for Timely Fulfillment of Every Activity (As Per
‘Sunnah’ alu s ~le 4l L)

7. Planning Hujjaj’s Food

8. Making Prompt Decision Support

9. Improved Quality of Services during Hajj
10. Monitor and Track Hujjaj

11. Assist Hujjaj in His/her Native Language
12. Healthcare Management and Control

Hujjaj has been allotted QR wrist band (See Fig. 1b) first time in year 2016 that has following

information printed:
1. Gender
2. QR code for location in Mina
3. QR code for location in Arafaat
4. Maktab Number
5. Muallim details
6. Jamaraat Timings

7. Tent Number
It has the only yet very strong power to passively assist hujjaj upon a manual trigger a smart phone
application using Hajj Bracelets Reader to check the current location of Haji from its one of two
destination locations during Hajj days i.e., Mina camp and Arafaat. Moreover, it has mentioned
the date and time of Rami and Gender classification containing the tent number and Maktab
number, region Haji belongs to, Mu’allim’s name and finally the seven color code. In Mina, the
location of bed for each Haji (i.e., around one square meter) is marked and valley of Mina is
divided in these seven color codes. This can be visualized imply in a grid of 11x8 squares on a

digital map (like google map).
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1.4 NYMI Band

Nymi [4] is experimentaly used for identifying Hujjaj in this study but unsuccessful to fully
integrate with obtaining unique heart ID of person as it has claimed, using the procured wrist
bands. It claims a unique heart 1D capturing function of every person with wearable wristband that
exploit the features of Nymi that uses heart ID for identifying Haji. Person using his/her unique

cardiac rhythm ECG by Nymi authentication. It is worked with sensors that is shown in Fig. 1(a).

Table 3: Space vs Time[8]

Space Time

Objects exist (move) in space with
respect to time point or time interval
Spatial domains may be discrete, Temporal domain may be discrete,
dense or continuous dense or continuous

Random or predictable movement of
objects in space

Spatial object in space is dynamic but
static in case of container

Objects or containers for objects

Time is not random, it is unidirectional

Time is dynamic

Limited definition Unlimited definition
Follows non-linear order Follows linear order (T,<)
Limited dimensions Unlimited dimensions

This module uses two electrodes one is on top and the other is on bottom. By opposite hand When
the user touches the topside electrode ECG data can be captured, when the user touches the topside
electrode with the opposite hand. For avoiding the Hassle and bussle in the days of Hajj NYMI
band with improved, enhanced, more-adaptable, extensible version or alike gadget may be

provided to pilgrim prior to departure for Hajj.
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Table 4: Various mobile applications and features [8]

Spatio-
Application Operating o A . P
_ Developer Moniforing Tracking Assitance Temporal
Name Mode
features
Al Sirat Zarome Innonations Duarmel N MNa Partiz] Ma
s Balam EtcAndroid Bulameal Ha Partial Partizl Mo
Hazjj Orzanizer . . ) ; .
o praject hajj Antomatic N Yz Tes Mo
plLaliic
G5 Technolagy ) .
Tawaf . Bufarmezl HNio Mo Tes Mo
Imnorvation Center
Tawaf and Bai in . . ) .
L _ Islamic Sohstions Buarmel N HNo = Mo
Hajj and Unrz
LT. Department of
Haijj and Uirah B . Dulameal Mo o Tes o
Dranvatelslzmi
Lzbbaik- Hajj and
AnPlified Bufarmez]l N Mo Tes Mo
Umrzh Audio
Faj player I I . i
YUSUF YIGITALP Bulamea]l Mo Mo Partizl Mo
ENGLISH
Erzinstonm
Nlanasik Technologies Sdn Bufarmezl HNio Mo Partiz] Mo
Ehd
Hajj%alam Hajjnet FZE Antomatic HNio Yes Tes Mo
Tawaf and Bai
AhpAdam Antomatic N Yaz Tes Mo
Autg Counter
Dby Tawaaf TCMCORE Anfomatic Mo B Tes o
SO0FThet Salat o ) B .
] Abm Bakar Hj Hasan Bufarmezl HNio ECH Tes Mo
Times
Creneration [T Antomatic N Yz Tes Ma
Tawaf
Diaira Tach FACO,
Hazjj Craidar DTEC, Dubai Antomatic Claims Yes = Mo
Silicon Casis

Related work in Mobile Application Perspective and Analysis

We now analyze our literature review to identify the gap. In terms of components and
functionalities Table 5 demonstrate the components and functionalities that would be given by

various spatio-temporal data models.
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Table 5: Comparitive analysis of various spatio-temporal models

. AR = o g
g | u 2| &8 5 - B
g g S| mb B & & Lz
. = £ = 2 ;B = - w = O f
Spatio- 'E g | e | @ £ E|l A3 @ o = AU g g
Temporal | & B | = = | g .E":L 3 - Sl E oy 2
s | 8 v 5| S8 : HFel 2| &EE8 gl &
Data E = 5 .:.,'g’:'-E = -1 =g:§ =
T T Bl L1
Models | & = | =R & 8l &2 | 8 el £A5 8 &
g S |Ez&|l s|&|®E” o e |&|905 835 -
= 2 BE=l = N R CEL - B 8 e Ca
g | ad8 a|g|ls= 8 & g S AU
[ [ 7] _g _I ] @ = @
= 528 & ElFs | & |A& B
HAO|l 5 |#|0= =
Snapshot Multiple | HO D NO | HO WO O VT | HO NN LIs
STC Multiple | WO D NO | HO WO O BT | HO ND-K-W LIs
Stmple Flistorical
Time- Multiple | YES D YES | HO WO Temporal VT | HO N-D-H-H Cadastral
stamping databaze
Event Multipl WO D TES | NO WO Spatial VT | HO N-D--H LIs
Oriented P P i
3-Domain | Multple | YES D YES | HO WO Temporal ET | WO ADCX LIs
History . ! _
G‘E}'ﬂ; Multiple | HO DiC YES | HO WO Temporal ET | WO W-D-C-M LIs
. . Cadastral
DLW
STER Multiple | O D TYES | NO WO Tempaoral BT | WO AD-C Application
Foral Urban
o-R Multiple | HO D/ YES | NO MO Partial BT | MO ADCXN Land Ute
application
0-0 Multiple | YES Dic YES | NOD HO Partial ET | HO AD-CM LIs
STUML Multipl WO D/ YES | NO MO Tamporal BT | MO A-DC-M Regi
P ' it Healfhcare
Moving imed
.= Multiple | YES b YES | NO WO Partial BT | HO A-D-C-M forest firs
Objects controls
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Fig. 2: A Brief ontology of Hajj [8]

We review the existing literature of Hajj through mobile applications and modeling like [7] [8] [9]
in this section. There are various services and mobile phone applications are present, tracking and

assistance applications are included. For assisting and tracking are listed in (Table 4) at some level.

Data of all users will be sent
after every 30 seconds

Data will be sent to
transaction database after
/

every 30 sec -
¥ " Transaction

T Database Server

Mobile Phone
Database
on 7 zilhaj

KSA Database Server

Fig. 3: Proposed Framework for application-database connectivity [7]
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For instance, the easy interface to access the content publicity is Al Sirat ,The Salam, Hajj
Organizer, SoftnetSolat Times, Tawaf and Sai Auto Counter and Tawaf and Sai in Hajj and Umra
are the other additional features. It providesDu’a and keep you in Tawaf track by Tawaf counter,
your progress also tracked by Sa’ee. The direction of Qiblah also determined by this program and
counts the number of Tawaf rounds. It helps to remind the duties of his/her time to time and also
helps to pilgrim the important steps of Hajj and keep them alert. The complete knowledge of Hajj
and Umrah is provided by the Hajj and Umra which include lThram, types of Hajj, The prayer
assistance [31 application of tracking are lhsenTawaf, Hajj Guider’ and My Tawaaf but except
Hujjaj there is no any integrated monitoring and tracking avaibility. The applications Tawaf and
Sai in Hajj and Umra used in collecting future data. So in monitoring, tracking and assistance for
government control there is no any mobile applications, services and runtime facilitation are
available. From the 1% Day our application guides the pilgrim based on his/her current location for

addressing the problem. User is known at any instant by watching on screen all the supplications,

Table 6: Sptio-Temporal Existence of Hujjaj during Hajj Days with Application Assistance [8]

Date Time Current Notification
location
8 ZIL HAIT | 6:05 AM Makkah You have to move towards Mina after sunrise
8§ ZIL HAIT | 6:36 AM Makkah Now move towards Mina.
9 7IL HATT | 420 AM Mina You have to move ;0;3?;?5 Arafat after Fajar
9 ZIL HAJT | 4:52 AM Mina Now move towards Arafat before zawal time.
9 ZIL HATT 1.:,13; Arafat Wagoof is started at the beginming of zawal time.
9 7IL HATT | 5:05 AM Arafat You have to move Stfl::tds Muzdalifah after
9 ZIL HAIT | 536 AM Arafat Now move towards Muzdalifah
10 ZIL HATT | 6:00 AM | Muzdalifal You have to move towzrd_s Miina when sun is
about to rise.

10 ZIL HATT | 6:25 AM | Muzdalifah Now move towards Mina.

HAT 10:00 - Move towards HARAM to perform Tawaf-e-
10ZIL ! AM Mina ZFiarat after Qurbani and Halg or Qasr.

HAJ . MMashid-al- Return to Mina for overnight stay_ if tawaf-e-
10 ZIL T| 3:30PM Haraam ziarat and sa’ee has done
11 ZIL HATJ 1;;; Mina Perfiorm Rami after zawal time:

HAT . - Perform tawaf-e-ziarat if you have not done yet
11 ZIL T|330PM Mina and return to nuna for overnight stay.
12 ZIL HATT 11:57 Mina Perform rami after zawal time 1f you have not

AM done.

HAT ) . Must Perform tawaf-e-ziarat before sunset and
12ZIL T| 330PM Muna return to Mina for overmight stay.
12 ZIL HAJT | 7-:00 AM Mina Return to hMakkah for performing tawaf-e-Wida
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salah timings, upcoming rituals etc by applications. . The complete knowledge of Hajj and Umrah
is provided by the Hajj and Umra which include Ihram, types of Hajj, The assistance application
of tracking are lhsenTawaf, Hajj Guider’ and My Tawaaf but except Hujjaj there is no any
integrated monitoring and tracking availability. The applications Tawaf and Sai in Hajj and Umra
used in collecting future data. So in monitoring, tracking and assistance for government control
there is no any mobile applications, services and runtime facilitation are available. GISTIC have
developed applications [11] [12] [13] [14] for the service of pilgrims.

We discussed some applications above by studying various applications, for getting a pedestal
support based on these applications it has no architecture, framework or model for presenting (Fig.
3). It has not been presented, pointed and discussed the spatio-temporal ontology [1] [2] of Hajj
see (Fig. 2) as per our best knowledge and belief. Founding this gap by us and spatio-temporal
architecture presented it. Theory and the strength of spatio-temporal using this foundation. Their

features are being offered and explored by various applications.

3. Spatio-Temporal Semantics

The concept of spatial and temporal aspect of Hajj is shown in (Table 3 and Table 6) by Spatio-
temporal semantics (ontology) [6]. These concept incorporated by STDB model during its
implementation. For creating STDB system it is so important to comprehending the data base.
Realizing independently for the spatial and temporal’s researches in first step. With the objects it
focuses on design, modeling and querying dimensions (geometries) and it keeps in database. So
these are static databases. Information is expanded by temporal databases, it helps to kept object

of previous states along with the current state.

3.1 Spatio-Temporal database features

Managing the database applications is the capacity of STDBs that attributes both spatial (space
coordinates) and temporal (timestamps) are possessed. Spatial database models are often the
extensions of STDB’s in which temporal features, in order to deal with complex dynamic
environment, like moving objects, traffic flow etc. are also included. As a natural fact in a single

application of both spatial and temporal data are needed to join.
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3.1.1 Valid Time (VT)

b d
V in the modelled reality the fact of time t is true. In Hijre calendar 8 Zil Hajj to 13 Zil Hajj is
considered the valid time of Hajj. Time of entrance into Meeqat in KSA till the exit is considered

as the valid time of Haji.
3.1.2 Transaction Time (TT)

1?29 in database the current element is Z,. (¢ may be an object or event or time). 8 Zil Hajj to 13

Zil Hajj of Hijre present as a transaction time of Hajj. So during the valid time of Hajj an event
moves form one place to another. When Haji enters it is set as a valid time for Haji. During this

time they stay or leave.
3.1.3 Existence Time

kd ¥
Jo=V s, is applied as a valid time of object’s existence.

The time of Manasik is the existence time for Hajj ( which starts the starting till exit time of Hajj)
in this time we stay in Mina, Arafaat and Muzadlifah during Hajj. Transaction time is also the

existence time of Hajji which is considered as IN valid.

3.2 Spatio-Temporal Modelling Requirements

a In the literature many data is considering in modeling spatio-temporal [4][11][30]. Some
requirements are given below.

b.  The existence in time , the identification of object and spatial coordinates (attributes)
representation.

c. Changing in object movement with respect to time need capturing.

d.  Spatial attributes and organization definition sets into layers.

e. Changing of spatial attributes need capturing over the time.

f.  Association of spatial attributes to objects.
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g. It is the representation of spatial relationship with Actal Fence This s the

main regoin of the fence.

respect to time among different objects.

Inner Fence Region: When
a person is found in this

- . - . region, the user will _be
h. It is the representation of spatial attributes ot o e s e
. . . . Outer fence: Wh_en a
relationship in time. D e e
:b:x‘\ieith::ex -moi:e
i. For the data correctness spatio temporal 0 o

integrity’s specification is used.

3.3 Spatio-Temporal Query Languages

. . . Fig. 4: Topology of fences used for mobile
In the database environment for managing the spatio- application [8]

temporal data, existing query languages have most
of extended versions. There is an extension of
DEAL called HQL (Hibernate Query Language) in
which all the programming constructs is provided
(nesting, loop, conditional sructure, functions etc).
These operations similar to spatical relationship
operators that handling the spatio-temporal query.
In this context of Spatial query languages that
includes Geo-Quel and GeoQ, STQL (extention of
SQL)[10], and for query handling that is considered

for Spatio-temporal. For the both spatial and

temporal  charactereistics which served a
forementioned lanuages and also offers paradigms .. ... (e - o

of spatial-temporal query lanugage. However, it is

Bahrain
ST

the big weakness of STQL represented for the / Wb ¢
objects that move continuously. A &’s»//

4, Proposed Framework and Application el AW Vil A0
. An ID is generated for each Haji with 4 & & q4 & &

firebase with his complete details, for the Fig. 5: Hajj App’s screenshots (User + Admin)
identification purpose the details we get convey to modules [7]

the Hajj monitoring.With firebase this app is for
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Hajj is integrated, On the basis of country, city the details we get is useful for the identification of
Haji.

. The current and last locations of Haji’s details uses in monitoring of hajj and it has been
shared also to the team of Saudi Arabia.

. The hajj monitoring team will use this data if any tragedy or misfortune would be happen
to haji to rescue.

. The risk of missing haji will be reduced during hajj with the cooperation of hajj monitoring
team of Saudi Arabia.

Tawaaf is one of the most important ritual in Hajj. During Tawaaf hujjaj are being assisted,

HAJJ IS A COPMLETE SPATIO-TEMPORAL EVENT WITH MOVING OBJECT(HAJI). SPATIAL LOCATION AND EVENTS ARE DEPENDENT ON

TEMPORAL VALUE AND HAJJ IS DEPENDENT ON SPACE IN TIME —?Pf;él?‘zﬁi
« MONITOR HAJI
 ASSIST HAJL

+ TRACES OF HAJI WILL HELP HIl
MASTER TRACKING SERVER RECIEVES THE COMPLETE DATA OF EACH HAJI O FOLLOW HIS PATH.
FROM FIREBASE AND FETCH IT TO THE TRANSACTION SERVER

PRE-CONDITIONS:
* HAVE HAJJ ASSISTANCE
APPLICATION INSTALLED ON
PHONE.
-——— S0 GET CONNECT « GETSAUDISIM

LOCATION OF EACH HALISAVED
INTHE DATA BASE IN EVERY 5

- g / HAL) ASSISTANCE APP WILL BE

ALREADY INSTALLED IN EACH HAUI'S

=
— TONETWORK °
| MASTER TRACKING HALIINDIVISUAL -~ I b
| SERVER TRANCACTION SERVER PHONE DATA e
DATABASE -
”

| ()
g |
5 | |
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- - N

i | | - N HANI3  HANI2 HALI'1
ol | - S ~
F / HAJI WILL SUSTAIN HIS=
£ | | / \ CURRENT LOCATION
gl | | \
#
ol |
R v
9
gl
=]

4 — -SEND LOCATION OF HAJF —
I FIREBASE l a
_________ |

LOGIN DATABASE

FIREBASE GENERATES THE SPECIFIC ID FOR EACH HAJI WITH HIS COMPLETE

« HAJI WILL LEAVE TRACES WHILE MOVING TO ANYWHERE

o HALJ ASSISTANCE APP INFORMS HAJI THAT HE IS IN' OR
“OUT" OF THE PARTICULAR BOUNDRY.

« FENCES OF PARTICULAR PLACES CAN BE SEEN BY HAJI IN

|

|

|

| HIS PHONE.
|

|

|

|

|

|
l—

/ADMIN PANEL FENCES

‘COMPLETE DETAILS OF EACH HAJI T
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\_ Y

>
5
E
G
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%5
34
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it
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P
E
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E
8

ADMIN PANEL CAN MONITOR AND TRACK EACH HAJI ON REAL

‘TIME WITH THE CAPABILITIES OF FIREBASE. AND ADMIN PANEL

CAN ALSO BE ABLE TO SEE THE CURRENT AND LAST LOCATION
H HAJL

WITH RESPECT TO THE TIME OF SAUDI ARABIA A NOTIFICATION WILL BE SENT TO HAJI BY HAJ)
ASSISTANCE APP, WHEN AND WHERE HE WILL HAVE TO GO,

Fig. 6: Work flow model of proposed system [7]
monitored and tracked by automatic rounds counting. There is a Hajr-e-Aswad in the corner where

Tawaf starts.
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4.1 Smart Hajj Assistant

Two modules (user and admin) responsible to notify the
user in our application about Haji’s current location and
keep monitoring to alert using spatio-temporal opertors
(Fig. 5). If Haji crosses any fence and get far from place
during Hajj. There are three fences as a copy fences of

each, shown in (Fig. 4). Key functions includes:

e Location Based Routing and Assistance for Hujjaj
¢ Immediate Monitoring and Controlling of Hujjaj
as

e Transportation Facilitation

e Improved Disaster Management

e Guide/ Route Hujjaj for Load Balancing To Avoid Fig. 8: View of Fence for Arafaat [3]
Extreme Rush

e Manage Every Single Person in Hujjaj for Timely
Fulfillment of Every Activity (As Per ‘Sunnah’ alus ~ude 4t/ Lo

e Planning Hujjaj’s Food

e Making Prompt Decision Support

o Improved Quality of Services during Hajj

e Monitor and Track Hujjaj

e Assist Hujjaj in His/her Native Language

e Healthcare Management and Control
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ﬂo smarlocs user_priviedges
4 sUSERID: int(11) Jo  smertocs screen
| | #SCREEN_ID:n7) { JSCREEN_ID- i)
4D in(7) SCREEN_TITLE :varchar(50)
SCREEN_PATH : varchar(100)
n ¢ smarlocs smartigcs_objects
JOBJECT_ID : varchar(8) g

FIRST_NAME : varchar(100)
LAST_NAKE : varchar(100)

! ADDRESSS : varchar(100)
NIC : varchar(20)
MOBILE : varchar(20)

‘ COUNTRY : varchar(100)
CITY : varchar(100)

ﬂg smartiocs smartlges._locations
~;;LOCATION_ID int(11)
@ DATE : datetime
A TIME :time
4LATITUDE : float
4LONGITUDE : float
\ | 4ALTITUDE : float
{ LOCATION_OBJECT_ID : varchar(8)
4LOCATION_HEADING : float
#LOCATION_SPEED : float
#LOCATION_ACCURACY : float
FENCE_ID : varchar(8)
CHECK_IN_OUT : varchar(8)

ﬂO smarlocs smartiges_users
j"izUSER_ID.int(ﬂ)
USER_NAME : varchar(500)
USER_PASSWORD : varchar(500)
2USER_ISACTIVE : binary(1)
USER_OBJECT_ID : varchar(8) r

Fig 7: Conceptual data model for the system

5. Discussion and Analysis

ﬂo smartlocs smartlges_groups_object
GROUP_ID : varchar(8)

N SOBJECT_ID :varchar(8)

ﬂO smariacs smartiges_events

JEVENT_ID varchar(s)

EVENT_NAME : varchar(100)

@ START_DATE : datetime
nEND_DATE : datetime
nSTART_TIME : time
REND_TIME : time
FENCE_ID : varchar(8)

ﬂo smartlocs smartiges._fences
_‘;FENCE_ID varchar(8)
POINTS : varchar(5000)
FENCE_NAME : varchar(100)
PARENT_FENCE_ID : varchar(8)
UPPER_FENCE_ID : varchar(8)
LOWER_FENCE_ID : varchar(8)

50 smarlocs smartlges_groups
T 1GROUP_D: vatchr)
GROUP_NANE : varchar(100)
DESCRIPTION : varchar(100)
PARENT_ID : varchar(8)

. ﬂD smarflocs smartiges_assignments
| GASSIGNUENT D :varchar(3)

| | ASSIGNMENT_NAME : varchar(100)

i GROUP_ID : varchar(8)

§ JEVENT_ID: varchar(g)

Our all application is based on Geo Fences. By using the Google map “My Map”’[3] we have

described the fences in order to make the desired features locations of Saudi Arabia. Polygon based
technique is used by us so the interest is defined by a geofence. In (Fig. 6) and (Fig. 7) the proposed
workflow and conceptual database model for the modeled system is illustrated, respectively.

For example, there is particular sets of entities at outside of the polygon that is not expected to

stray. Particular collections are applied to Geo fences. There are numbers of properties of each
geofence which are 1D, Name, Collection IDs, Polygon.

Geofences for Meegat, Makkah-tul_Mukarramah, Haram, Masjid-al-Haraam, Mataaf, Safaa,

Marwah, Mina, Arafaat and Muzdalifah for our application see (Fig. 8). Based on their location

and fence user/ Haji will get notifications.
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6.Conclusion & Future Work

All those aspects which are necessary to tackle during Hajj are presented in this work. The handling
of spatio-temporal data is presented in this research for real time applications and it is too useful
for Hujjaj. his will also help for further assistance in future for monitoring and tracking of Hujjaj
during Hajj. However, Nymi wristband did not function as expected during experiments. Reason
is that NFC integrated in band not working. Hence it is dependant with the companion app. This
requires application independent band, free to work without any other integrated hardware of
software. In the future, the aim of this research is to be more practical, optimized and in a broader

situations willing to deploy our prototype.
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Vehicle Maneuvering-style Recognition in identifying the Culprit for
a Road Accident

Muhammad Shoaib Siddiqui

Faculty of Computer & Information Systems, Islamic University of Madinah, Kingdom of Saudi Arabia
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Abstract: One of main reasons of road-side accidents (RSA) is the reckless by the driver. Reckless
drivers induce danger on the road and their surroundings, which could result in deadly accidents
both on road and off the road. High acceleration, frequent lane changes, lane changing in high
speed, turning at high speed, and braking late or suddenly are some of the activities by drivers that
cause these deadly accidents. In this paper, we have proposed and developed a driving style
recognition system, which would alert the driver to drive safely. It would also help in identifying
the driver at mistake during a road-side accident. In this paper, we have gathered data from an
accelerometer and a gyroscope to recognize the vehicle maneuvering style of the driver. We have
applied and compared the results of two well-known classifiers, i.e. Support Vector Machine
(SVM) and K-Nearest Neighbor (KNN) to identify the driving activity. We have also explored
different features extraction techniques to identify the best solution. After, the driving activity is
recognized, it is further classified to detect the driving style, as reckless or adequate. Later on, the
system can generate alarm to the driver through an actuator and use a weight-based algorithm to

identify the driver at fault, based on the driving style, in case of a RSA.

Keywords: maneuvering style; road-side accident, classification; feature extraction; driving style;

driving activity.

165



(JESC) The Journal of Engineering, Science and Computing Issue I, Volume I, April, 2019
e S35 L Wi 3 B yladl By9lie skl e OBl

Gkl Jo s 04lSey Ogy0eidl 058l L L LS e sl o (1 e ) Bg b onled) dd ) O asT: a5l
) 2, ST OB s a3 bt jam Al el ol Gl e law B2 ol L) (638 B L8 (gt
odn 3 Lo b o 2lae 03y 3 2 Sly Al Ao CllaaiVly Al de ) (3 L) sy QL) (3 8) S ol
ST LS 0bb sl ) gl 4 als a g dlly aaldl) i e Ol allas Uygby Ll 2,0 ods (3 L azal) oslsd
aib Jo Opa pllss pelasy ASL Lad JUM Ms 3 k)l Colr e ol ol ¢ sl L) e Gl & deli
Lad JEU s (3 Lg9,0 ale M ploscll L wpud e SIS deliy 02 8L gL 4 iy BLLI
gyme (ndnal s B)lieg Goban Ll L L) s LI skl Jo C2all G gpmg Sl bk o UL et
Sl sae Uzl biaSaul ad) 5ald) blas Ldsd (00 8) S-03W Wy (p & ) Sl Db oes Bk
Lé OlasY o) sl wn daldll bl e Caadl oz OF dw L Jld Jadl il T e ailie Ol oM
e S5 Rl plasaly Jrie I e ] I g pladl] S e s (3O sgne oglizel csalal

dor s Wl (3 sl Ll ) slaad ¢ o dasell gLl dpased Ol

1. Introduction

With the increasing rate of vehicles on the road, the frequency of road accidents is increasing. In
a country like the Kingdom of Saudi Arabia, the rate is relatively higher. Every year more than
five hundred thousand road accident are reported and it is estimated that there are almost 7 million
vehicles registered in the Kingdom [1]. According to a trend analytical survey, a warning has been
reported that if the safety of the road is not ensured and public is not educated, the amount of
accident would pass the value of four million till 2030 [2]. Numerous studies have been performed
which identify the various causes of these accidents, such as, distractions, sleep, negative
emotions, failure to see or observe, awareness, etc. [3]. According to [4], “The Secretary General

of the Shura Council declared that the Kingdom has spent on an average 26 billion riyals annually
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on car accidents”. According to the data from the Ministry of Interior, General Directorate of
Traffic, there were around six hundred thousand accident in the year 2012 [5]. The trend of increase
in the number of accident is given in Figure 1. Although the official data are available till 2012;

however, the researchers have predicted that the value would increase to four million till 2030 [2].

Number of Accident in KSA
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500000 -

400000 -

300000 -

200000 -

100000 - I
0 -

2003 2004 2005 2006 2007 2008 2009 2010 2011 2012

Figure 1: Number of accident in KSA reported (according to the Ministry of Interior - General Directorate of Traffic
| Saudi Open Data) [5]
According to the World Health Organization (WHO), about 1.35 million people die every year
worldwide, due to road side accidents, while 20.5 million suffer severe trauma. Most of the victims
require costly treatments over a long period of time. Along with trauma and suffering, road
accidents cause enormous social and economic losses, absorbing 1-3% of the national gross
domestic product [29]. Many consequences of a traffic accident can be effectively prevented.
However, this requires continuing efforts to develop new methods and programs aimed at
improving road traffic safety. The WHO predicted that about 1.9 million people would die each

year before 2020 due to road traffic accidents without proper action [30].

Road side accidents (RSA) can be classified as driver-based, infrastructure based, and vehicle
based. By providing better road infrastructure, infrastructure traffic accidents can be reduced.
Vehicle-based road accidents are caused by defective or outdated vehicles on the road. The
governments apply strict rules to vehicle health monitoring and penalties to reduce the number of
accidents. Likewise, in the case of driver-based accidents, the authorities imposed heavy fines to
prevent reckless and dangerous driving. However, it is a difficult task to check for recklessness

and correctly display faulty drivers. Driver based accident are due to over-speeding, reckless
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driving, and breaking road rules. In [6], we have proposed a system which can help in identifying
the driver at fault in a RSA; however, in this paper, we provide the details of vehicle maneuvering-
style recognition system in identifying the culprit for a road accident. The proposed system uses
the data gathered from the accelerometer and a gyroscope fitted inside the vehicle and apply pattern
recognition mechanism to classify the maneuvering style of the driver. The maneuvering styles are

classified as, ‘over-cautious’, ‘normal’, ‘aggressive’, and ‘reckless’.
2. Related Work

Accelerometer is a device which can recognize the change in velocity of a body. A tri-
accelerometer gives value for change in velocity in terms of x-axis, y-axis, and z-axis. However,

a gyroscope provides the values in x-axis, y-axis, and z-axis for the angular velocity.

There has been many application of accelerometer and gyroscope sensors, such as, human activity
recognition [7], fall detection [8], remote subject monitoring in old houses and clinics [9], step

counting [10], vehicle path tracking [11], and vehicle maneuvering detection [12].

Most of the proposed systems for human activity recognition use the tri-accelerometer with either
a specialized wearable sensor [13] or sensor available inside the smart-phones [14]. The data is
gathered from the sensors and feature extraction and classification algorithms are applied on that
data to identify the activity being performed by the subject [15] [14]. Classifiers, such as, decision
tree, support vector machines, k-nearest neighbor, naive Bayes, decision table, random forest, etc.
have been applied by the researchers to devise an optimal solution for human activity recognition
[16]. Similarly, the use of accelerometer is explored in other applications, such as, fall detection

[8], remote subject monitoring in old houses [9], and step counting [10].

Some researchers have applied classification mechanism on data gathered from an accelerometer
(or in a smartphone) to identify the transportation mode of the subject [11] [17]. The modes could
be classified as, in a car, in a train, in a plane, or motor based and non-motor based [11]. Some
vehicle tracking and prediction systems have also used the data from accelerometer and other
sensors [17]. Furthermore, driver profiling mechanisms are also proposed which use similar
techniques [18] [19].

Vehicle maneuvering detection is relatively a less explored area, in which few solution have been

proposed which use the data gathered from an accelerometer. Cervantes-Villanueva et al. [12] have
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proposed a solution that detects the maneuvering relative to the kinematic state of the vehicle.
They have devised a low-computational solution that can be implemented on a smart-phones,
which can be used to gather data through their embedded accelerometer and run classification

algorithm to detect the vehicle current maneuver as parked, driving, parking, and stopped.

In [28], the authors have presented a driver behavior detection mechanism using a motion
sensor/accelerometer. It uses deep learning technology to learn the sample data collected by the
sensor deployed in a vehicle. To solve the problem of small sample size and easy overfitting, they
have proposed a joint data augmentation (JDA) scheme and designed a new multi-view
convolutional neural network model (MV-CNN). MV-CNN and JDA have better generalization
ability, reduce the training variance and deviation, and increase the stability of the model training

process.

Our work is quite different to the work done by the other researchers presented above. The target
of our research is to identify the driver who caused an accident. To identify if the current driver is
at fault, we classify the drivers’ driving style based on the vehicle maneuvering. For classifying
the maneuvering style of the driver, first we need to identify the driving activity, i.e. right-turn,
left-turn, lane-change (left and right), braking, and acceleration, and then classify these activities
as ‘over-cautious’, ‘normal’, ‘aggressive’, and ‘reckless’. As we performed the experiments, we
identify that some of these activities are not recognized with higher accuracy based on
accelerometer data. Therefore, we have used the data from the gyroscope also. After including the
data from gyroscope the accuracy in detecting the driving activities increases as shown in the

results section.

We have used two classification techniques i.e. support vector machine (SVM) [20] and K-nearest
neighbor (KNN) [21] and compared the results for optimal solution. Similarly, for features
extraction, we have used kernel discriminant analysis (KDA) [22], and linear discriminant analysis
(LDA) [25] and autoregressive model [24].

The rest of the paper is articulated as follows. Section 3 provides the details of the proposed system

and discusses the model. Section 4 provides the experimentation results. Section 5 concludes the

paper.
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3. Vehicle Maneuvering Detection Methods

The proposed vehicle maneuvering detection system is modelled in Figure 2. A node with an
accelerometer and gyroscope is mounted inside the vehicle, through which the data is gathered.
There are three main modules in the system. The first module is training module, which is used to
collect data for the training of the classifiers and calculating model parameters. The second module
is the detection module which perceives the driving activity. The third module is for categorizing
the activity as adequate or reckless. The details of the model are discussed in the following

subsection.
3.1 Data Collection

A MotionNode with a triaxial accelerometer and a gyroscope is used to collect data at 1000 Hz
sampling rate. The data from accelerometer shows the change in velocity in X, y, and z directions
after every 10 milliseconds, while the data from gyroscope shows the value of angular velocity’s
X, 'y, and z components. The data stream is continuously recorded for 1 minutes sample for training
scenario created in simulated environment with ideal infrastructure and vehicle conditions. Further

specification of data collection is given in the simulatio section 4, “Experiments and Results”.
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Figure 2. The system model of the proposed driving activity recognition
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3.2 Noise Reduction

MotionNode [25] accelerometer and gyroscope have noise density of 50 pg/N Hz (at 2 g range)
and 0.1 degrees/second, respectively. There is some noise due to the flexibility of the fiber of
which the device in mounted inside the vehicle also. To reduce the noise, we have applied a low
pass filter to remove the higher frequencies. As we are using sampling frequency Fs=1000 Hz, we
devise out low pass filter with cut-off frequency fo=100 Hz, and used a second order Butterworth
filter, with pre-warping. We have used the Butterworth filter as it rolls off more slowly around
the cutoff frequency than the Chebyshev filter or the Elliptic filter, but without ripple [27]. We
have also applied the moving average algorithm with order three (3) to smooth the signal. A
moving average filter smooths data by replacing each data point with the average of the
neighboring data points defined within a given span. The Eq. (1) gives the moving average

equation that is used with the value of o = 0.3.
Oy = a(ﬂm) + (1 - a)ﬁn—l (1)

Where 9,, is the new value and ¥,, is the moving average. Figure 3 shows the effect of noise

reduction on the collected data after remove high frequencies and applying moving average.
3.3 Feature Extraction

Segmentation

After the noise is reduced from the data, we apply segmentation to create segments of data called
windows for applying feature extraction on each window. As our data is not tagged with events,
we have applied sliding window technique for segmentation. Although this puts a lot of load on
computation resources; however, for real-time systems, this is the best option as compared to
event-based windows and activity-defined windows. We have used a single window length of 90

samples, which we have identified as optimal after using different window sizes.
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Data visualization before and after Noise Reduction
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Figure 3. Data from gyroscope for aggressive left-turn, then a right-turn: before noise reduction and after noise

reduction applied.
Autoregressive Coefficients (AR):

As per related works [7], we have used AR modeling for the gyroscope data. The representation

of the AR model is given as Eq. (2)
Xn = ﬁlé‘Xn—l + &n (2)
Where, Xn is the current value of the gyroscope data. 63, 95, ..., §,, are weighting coefficients for

gyroscope, m is the model order indication the number of the past values used to predict the current

value and &, is the Gaussian white noise.
Principal Component Analysis

The data from the accelerometer shows the change is velocity relative to the current position of
the body, but it also contains the component of earth gravitational acceleration. To eliminate the
gravitational effect, the acceleration of earth coordinate system can be projected in the direction
of the vehicle movement. The direction of the vehicle movement would have the largest variance
of acceleration. This component can be separated using the PCA algorithm as the first principal in
PCA would be the direction of the vehicle [23].

Assume that 9, = (93,92,...9M)7, 9, = (95,92, ...ﬁ;”)T, and 9, = (92,92, ...97)T represent
the x-axis, y-axis, and z-axis accelerations of earth coordinate system. The combination of the x,

y, and z, axis data would result in a matrix, M € R™*3
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[19,% 1931, 9}
M=% % %)
om o ﬁiﬂJ
Then the covariance matrix I"can be calculated as,
T
T = (M — E(M))(M — E(M)) 4)

Where E(M) is the expectation operation for each column of matrix M. I can be diagonalized as

it is symmetric matrix:
r=0AQ" (5

Where Q and A are eigenvector and eigenvalue matrices of I, respectively. After ranking the
eigenvalue in descending order and reconstructing the eigenvector matrix corresponding to
eigenvalues, a new matrix Q is obtained. The transformation matrix for PCA can be represented

as;
P=Q" (6)
The final PCA transformation is:
G =PMT (7)
Where the first row of the matrix G is the first principal component, i.e. our transformed data.
LDA and KDA

The goal of LDA [26] is to find a projection which gives the maximum class separation. It tries to
find the vector in the underlying space that gives the best discrimination amongst different classes.
LDA uses Eqg. (8) and Eqg. (9) for calculating within Sw, and between Sg class comparison,
respectively [26].

Sp = Y1) (my —m)(m; —m)T (8)
Sw = Z?:l steci(ms —m;) (mg — mi)T 9)

Where, Ji is the number of vectors in i class C. k is the number of classes, which in this case is
the number of driving activities. m;is the mean of vectors in class C while, and m represents the

mean of all the vectors.
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Feature Plot before LDA and KDA
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Figure 4. Feature plot for the six activities before discriminant analysis is performed showing high-in and low

between class variances.
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Figure 5. Feature plot for the six activities after KDA showing low-in and low between class variances

To extend LDA to non-linear mappings, the data, given as | points 9; can be mapped to a new
feature space, F, via some function ¢. However this mapping is computationally heavy. Therefore,
the data can be implicitly embedded by rewriting the algorithm in terms of dot products and using
the kernel trick in which the dot product in the new feature space is replaced by a kernel function.
As proved by [7], Eq. (8) is equivalent to Eq.(10);
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9TKWK9
9TKK9

J@) =

(10)

Where 9 = [9;,9,, ...,9,]T are the coefficients, and their optimal values are given by the

eigenvectors with respect to the maximum values of:
KWK9 = LKK9 (11)

Where K is the kernel matrix (Kjj = K(xi,xj)) and W is defined as:

(12)

W, = { mik, if x; and x; belongs to kt" class
0,

otherwise

For a new pattern z, its projection onto KDA basis vector w in F is calculated as:
(w,0(2) = 9TK(:, 2) (13)
Where,
K(:,z) = [K(z,2), ... K(zp, 2)]T 14)

Figure 4 shows the feature set before applying the discriminant analysis where the features have
high-in and low between class variances, while Figure 5 shows the feature plot after the application

of KDA has reduced the variance.

The reason for using discriminant analysis is to establish a significant difference in the classes of
data which helps in improving the accuracy of the classification algorithm. LDA and KDA are two
of the most famous algorithms used for this purpose. LDA is capable of finding only linear
mapping, hence the results of feature extraction are not good as our data does not have linear
boundaries. KDA applies non-linear mapping; therefore, it provides better feature extraction but
creates extra features sets. Therefore, to attain the advantages of both and obtain best results, we
have applied LDA on our data first and then applied KDA to further enhance the feature extraction

phase. The result can be seen in Figure 5.

3.4 Classification

We have considered the driving maneuver activities as, (1) right-turn, (2) left-turn, (3) brake, (4)
accelerate, (5) right-lane-change, and (6) left-lane-change. We have experimented with two

classifiers, i.e. k-nearest neighbor, and support vector machines.
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K-Nearest Neighbor (KNN)

K-Nearest Neighbor is a non-parametric classification algorithm in machine learning abundantly
used in activity recognition [21]. During the training phase, the features extracted using the LDA
and KDA algorithms are provided to the KNN, which are vectors in three dimensional feature
space, each with a class label, such as, right-turn, left-turn, brake, accelerate, right-lane-change,
and left-lane-change. For training of one class of activity the accelerometer data and the data from
the gyroscope are separately forwarded to the classifier and also together. Hence, we have three
set of classification based on the input data, called A for accelerometer only, G for gyroscope only,
and C for both accelerometer and gyroscope. The feature vectors and class labels are stored as
model parameters during the training phase. Euclidian distance is used as the measure of distance

metric, while the value of k=1 is used in our experimentation.
Support Vector Machine (SVM)

SVM is a supervised classification mechanism used in pattern recognition to classify featured data
using hyperplanes [20]. We have used one-against-one approach to build and decompose our
multiclass classifier as multiple binary classifiers. Training data is created for each class of activity.
After noise reduction, auto-regression, the extracted feature-set from the accelerometer and
gyroscope is passed to the SVM which builds a model that assigns new examples to one activity
or the other, making it a non-probabilistic binary linear classifier. The class of data is pre-defined
during the training phase. During the testing/detection phase, as the class is not pre-defined, the
supervised learning is not possible. A Gaussian kernel approach is used to devise a non-linear

SVM in our experimentation.

3.5 Maneuvering Style Detection

After the activity is classified as either a right-turn, a left-turn, a brake, an accelerate, a right-lane-
change, or a left-lane-change, the maneuvering style detection is performed to categorize the

maneuvering style as ‘over-cautious’, ‘normal’, ‘aggressive’, and ‘reckless’.
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Table 1. Threshold variance value for vehicle maneuvering-style detection

Driving Activity

Maneuvering Style

Over-cautious Normal Aggressive Reckless

Left-turn 0.0<g<0.05 0.05<x<0.20 0.21<x<0.45 X >0.46
Right-turn 0.0<g<0.05 0.05<x<0.20 0.21 <x<0.45 X >0.46
Brake 0.0<a<0.05 0.05<a<0.20 0.21<a<05 a>05
Accelerate 0.0<a<0.05 0.05<a<0.24 0.25<a<0.44 a>0.45
Lane-change-left 0.0<g<0.05 0.05<g<0.10 0.11<g<0.4 g>0.4
Lane-change-right 0.0<g<0.05 0.05<g<0.10 011<g<04 g=>04

We have used a rule-based approach in categorizing the maneuvering style of the driver which is
based on the statistical analysis of the data for the concerned activity. For example, if the driving
activity is classified as a left turn, then we define the threshold values for the variance of the data
(y-axis) as: 0 - 0.05 as over-cautious, 0.05 — 0.2 as normal, 0.2 — 0.45 aggressive, and greater than
0.45 to be reckless. The values for the other driving activities are given in Table 1. In the simulated
environment, as discussed before, certain scenarios were artificially created according to the
different driving styles for each driving activity. For example, for activity ‘left-turn’, over-cautious
(too slow) left turn was performed which gave very small value in G-force (less than 0.05).
Similarly, many ‘normal’ left-turns were performed to identify the range of G-force values for
non-aggressive left-turn. After that the same simulations are performed to identify the range of G-
force for aggressive and reckless classification. These threshold values are calculated after 15
simulations for each category of each driving activity. After visualizing the simulated data, the
threshold values were calculated by the author. For activities, right-turn, left-turn, right-lane-
change, and left-lane-change, y-axis values from the gyroscope are used, while for activities brake

and accelerate, z-axis values from accelerometer are used.
4. Experiments and Results

4.1 Data Collection
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We have used a MotionNode, a miniature 3-DOF inertial measurement unit (IMU), which includes
triaxial accelerometer, gyroscope, and magnetometer for use in motion sensing applications [25].
The device is 35 x 35 x 15 mm in size, shown in Figure 6, with orientation output of 3-DOF with
full 360 degrees range in all three axes. The tri-accelerometer can measure linear acceleration in
the range of 2+g or 6+g with resolution 190 pg = 5% (at 2 g range). The gyroscope can measure
angular velocity with range + 2000 degrees/second and resolution 0.07 degrees/second. The device
is mounted inside the car on the fiber dashboard in a Toyota Camry 2011 for data collection. The

data is gathered are the sampling rate of 1000 Hz.

Figure 6. MotionNode device which includes an accelerometer, a gyroscope and a magnetometer.

4.2 Experimentation Setup

For the learning/training phase eight simulated scenarios are recorded for each category of each
driving activity. Four simulated scenarios are recorded for testing phase for each category in each
activity also. Given that there are six activities and four categories, 6 x 4 x (8 + 4) = 288 simulated
scenarios are recorded. Four new simulated scenarios and four simulated scenarios from the
training phase are used to check the accuracy of the classifiers. Hence, for each driving activity,
thirty-two simulated test cases are used for learning and thirty-two cases are used for testing
accuracy, out of which sixteen are included in the training.

4.3 Results & Discussion

We have performed the experiments with different settings to evaluate the feature extraction and
classification algorithms. We have experimented without using LDA and KDA (no-DA), using
LDA, and using KDA for features extraction. Similarly, we have evaluated with KNN and SVM
separately. Furthermore, we have evaluated the mechanism on accelerometer data only, gyroscope

data only, and on data from both the sensors.
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Figure 7 shows the results for different classifiers and features extraction techniques on
accelerometer data only. Figure 8 shows the results for different classifiers and features extraction
techniques on gyroscope data only. Figure 9 shows the results for different classifiers and features
extraction techniques on both gyroscope and accelerometer data. As shown by the results, without
applying discriminant analysis, the result are very poor. This is because the variance in the features
is very high and the classes have no distinct boundaries. After the application of LDA, the accuracy
improves but it is less than the accuracy of the KDA. This is due to the fact that LDA is linear,

while KDA is a non-linear discriminant analyzer.

For the classifiers, we have observed that SVM performs better that the KNN, although the value
for k used is one (1). From the literature review it is also confirmed that for activity recognition,
SVM has better classification accuracy than the KNN.

Classification Accuracy Comparisons with
data from Accelerometer

100%
90%
80%
70%
60%

o
40%
No DA LDA KDA

EKNN mSVM

Figure 7. Driving activity classification accuracy for classifiers KNN and SVM for features extraction techniques on
accelerometer data only
After the driving activities have been classified and detected, we perform further classification to
categorize the activities as ‘over cautious’, “normal’, ‘aggressive’, and reckless. As discussed in
section 3, we have applied a rules based approach in categorizing the activities. Table 2 shows the
accuracy chart for the driving style classifications. Accuracy shows the driving style is correctly
categorized, while the false positive is when a style is detected but that is not the case. The lower
values of accuracy for the ‘over-cautious’ is due to the negligible change in the values of
accelerometer and gyroscope due to the noise reduction scheme which make the signal smooth
and removes the higher frequencies. The normal driving style of the driver becomes similar to the

over-cautious style; hence, the high false positive rate.
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Classification Accuracy Comparisons
with data from Gyroscope
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Figure 8. Driving activity classification accuracy for classifiers KNN and SVVM for features extraction techniques on
gyroscope data only

Classification Accuracy Comparisons
with data from both sensors
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Figure 9. Driving activity classification accuracy for classifiers KNN and SVM for features extraction techniques on
gyroscope and accelerometer data

5. Conclusion

In this paper, we have presented a model for detecting the maneuvering style of the driver which
can help in identifying the culprit driver in case of a road side accident. The driver with the reckless
or more aggressive driving style can be accounted for the accident. For our system, we have used
an accelerometer and a gyroscope to collect data and apply features extraction and classification
algorithm to identify the current driving activity and then based on the variance of values gathered
from the gyroscope and accelerometer, categorized the driving style to be either, normal or
reckless. We have used and evaluated features extraction algorithms, such as, linear discriminant
analysis and kernel discriminant analysis, and classification algorithms, such as, k-nearest

neighbor and support vector machine to find the best possible solution for our model. According
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to the results, the combination of KDA and SVM provides the best accuracy for driving activity
detection. In the future, we aim to explore other classification algorithms, such as, random forest,
etc. to improve the efficiency of the system. We aim to implement another classifier for driving
style categorization also.

Table 1. Threshold variance value for vehicle maneuvering-style detection

Accuracy (Ac) & False Positive (FP) in percentages

Over-cautious Normal Aggressive Reckless
Driving Activity Ac FP Ac FP Ac FP Ac FP
Left-turn 70 30 96 4 98 2 99 05
Right-turn 70 30 96 4 98 2 99 05
Brake 78 22 99 0.5 99 0.5 99 0.5
Accelerate 65 35 95 5 97 3 99 1
Lane-change-left 60 40 90 10 95 5 99 1
Lane-change-right 60 40 90 10 95 5 99 1
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Abstract

Community detection in social networks is a problem with considerable interest, since, discovering
communities reveals hidden information about networks. There exist many algorithms to detect
inherent community structures and recently few of them are investigated on social networks. How-
ever, it is non-trivial to decide the best approach in the presence of diverse nature of graphs, in
terms of density and sparsity, and inadequate analysis of the results. Therefore, in this study, we
analyze and compare various algorithms to detect communities in two networks, namely social
and road networks, with varying structural properties. The algorithms under consideration are
evaluated with unique metrics for internal and external connectivity of communities that includes
internal density, average degree, cut ratio, conductance, normalized cut, and average Jaccard Index.
The evaluation results revealed key insights about selected algorithms and underlying community

structures.
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1 Introduction

Cluster, or community structure, is a grouping of graph vertices together such that intra-group edge
density is higher than inter-group edge density [1]. There are plethora of techniques for detecting
communities in a network [1, 2, 3,4, 5, 6, 7, 8] and it is non-trivial to decide the best approach for
a certain scenario.

There are few initiatives taken in the literature to simplify this task. One of them investigated
graph communities with ground-truth [9], which is not favorable in real life networks. Another
made an evaluation on overlapping communities in [10] that is not the focus of this study. There-
fore, it is essential to evaluate the community detection algorithms considering the inherent struc-
tural properties of graph data and choose respective metric. For instance, the study of LPA [11]
shows poor quality results when applied on a dataset with high clustering coefficient, although as
per author claim it is the best algorithm for detecting communities. Moreover, other studies [9] and
[12] say that it is necessary to use datasets with varying characteristics and corresponding metric
for effective evaluation. For example, when the network contains well-separated non-overlapping
communities, conductance is the best scoring function in such cases.

The existing studies lack behind in diversity of datasets and effective evaluation measures,
which we overcome in this work. We study the problem of community detection in diverse net-
works based on social interactions (email) and physical infrastructure(road), which have varying
structural properties. It provides a validation tool to verify the correctness of the claims in lit-
erature regarding social network communities. We use unique set of measures to evaluate the
resultant communities that includes internal density, 2 average degree, conductance, cut ratio, and
normalized cut.

The key findings of this study are summarized as follows.

e The community detection algorithms studied in this paper have shown consistent perfor-

mance over social graph data in reference to existing benchmark [13].

e We noticed a significant change in proportion of structural properties, neighborhood connec-

tivity and degree distribution, of two social graphs, i.e. email and collaboration network.

e We observed few unexpected behaviors of the selected algorithms in certain cases. For
example, LPA approach has shown poor performance for effectiveness (average degree) of

communities on collaboration network.

2 Existing Work

In this section, we briefly elaborate the existing empirical studies on community detection algo-

rithms and also highlight the differences to our work.
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In one of the most relevant study[13], the authors have presented a universal framework for
comparison that gives equal conditions to evaluate various community detection approaches. The
authors bench-marked a set of algorithms on social networks to better analyze, evaluate, diag-
nose and further improve them. However, this benchmark is limited when it comes to diversity of
networks and evaluation measures. Similarly, G. Misra’s work [14] analyzed eight different com-
munity detection algorithms for access control decisions in a personalized social network. This
study lacks the diversity of the network under-consideration, i.e. social network, and limits the
analysis of community detection algorithms to a specific application scenario.

N. Grag et. al. [15] and Z. Zhao et. al. [16] have studied community detection algorithms
only in the context of modularity, which is one kind of measure to analyze the quality of resultant
communities, with varying size of the graphs rather than the properties . Moreover, they have
not considered variety of community detection algorithms. The most recent empirical study on
community detection algorithms in [17] highlights only their advantages and disadvantages with-
out actual analysis of community structures of the real networks. This study also overlooked the

structural properties of the underlying network for resultant communities.

3 Community Detection Algorithms: An Overview

In this section, We briefly outline the community detection approaches under consideration for this
study.

Community detection is a well known problem to identify and group strongly connected nodes
together in a graph. There are various approaches to detect communities in graphs and often
categorized based on their nature of processing such as local (forming communities from local
structures to the whole graph), global (separating out communities from the entire graph) and tree-
structure (maintaining a tree with branches that represent communities) methods [13]. We chose

six methods! such that at least one method from each category for representative analysis.

e Clauset Newman Moore (CNM) [1] belongs to a hierarchical clustering strategy that main-
tains hierarchy of the resultant clusters. The hierarchical clustering method follows either
agglomerative or divisive approach. CNM uses classical agglomeration approach that is a
bottom up strategy while divisive method follows top down strategy. CNM optimizes the
modularity of the final partition by making greedy choices. This algorithm is effectively
used for complex networks in research community, and was designed specifically to analyze

the community structures of extremely large networks, i.e. millions of nodes.

e Radicchi [18] is also a type of hierarchical clustering algorithm but unlike CNM, it takes a

I'The availability of implementation resources, provided by authors, also affected this selection process.
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divisive approach by starting from the whole graph and splitting it into communities gradu-

ally.

Label Propagation Algorithm (LPA) [7] is an efficient, near linear time, algorithm to detect
community structures in large-scale networks. It is a semi-supervised algorithm that uses
unlabeled nodes to find out the labels. It has an advantage in running time and performs well

when there is prior information or annotated data.

TopLeaders[4], i.e. Leadership expansion algorithm, extracts clusters from the graph identi-
fying it as sets, consisting of a leader node and its follower nodes that are close to the leader.

This algorithm requires to select initial k leaders as the number of desired communities.

Sequential Clique Percolation (SCP) [5] algorithm is based on the clique percolation
method and detects k-clique subgrpahs for a given value of k from dense graph by sequen-
tially inserting edges and keeping track of the emerging community structure. In comparison
to CFinder[19], it finds all the cliques of single size and output the communities for all pos-
sible thresholds, while CFinder finds maximal cliques in a graph and produces communities
of all possible clique sizes. Therefore, we can consider this algorithm as a alternative to
CFinder. Another good thing about SCP algorithm is that it works well with large sparse
graphs, however, it may not be a good option when the graph is very dense or it contains

large size cliques.

Matrix Blocking Dense Subgraph Extraction (MB-DSGE) [2] algorithm reorders a rela-
tively sparse graph and extracts dense subgraphs as communities. More precisely, for clus-
tering, it constructs a hierarchy tree using matrix blocking technique, which groups similar

columns of an adjacency matrix according to the cosine similarity measure.

4 Experiments

In this section, we explain the details of experiments including environmental setup, algorithms

for comparisons, data sets, and result evaluation criteria. The detailed discussion is provided at the

4.1 Environment Setup

We analyze six representative algorithms to detect communities. These algorithms are imple-

mented on different platforms. Our evaluation criteria is independent of any platform and con-

siders the output results explicitly. Therefore, it is not essential to execute or implement all the

algorithms on a single platform. The implementation detail for each algorithm is as follows. The
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default setting for each algorithm is considered for all subsequent experiments unless stated ex-

plicitly.

e CNM (Clauset Newman Moore) is the agglomeration approach [1]. The authors provide
an executable makefile of their implementation written in C [20]. The original version of
the provided code works on unweighted and undirected graphs. However, later the authors

introduce another version of the code that works on weighted and undirected graphs.

e Radicchi is a divisive hierarchical clustering algorithm[18]. The authors provide binaries

written in C++ [21] along with the source code files.

e LPA (Label Propagation Algorithm) [7]. The implementation is available in R programming
language for LPA [22]. However, we also found LPA’s implementation in Python language

[23] and used for experiments in this study.

e TopLeaders algorithm gradually associates nodes to the nearest leaders and locally reelects
new leaders during each iteration [4]. The authors provide an executable jar file, written in
java [24].

e SCP [5]. This algorithm’s source code is written in C++ and Python [25], however, we used

Python implementation for our analysis.

e MB-DSGE [2]. The source code of this algorithm is implemented in C++ with the makefile
which is available at [26]. In this implementation, the author used an open source C++ linear

algebra library called Eigen [27].

4.2 Datasets

We use four widely used real-world network datasets, i.e. communication, collaboration, and road

network.

e Strike (the communication network of employees in a sawmill): It has 24 vertices (employ-
ees), 38 edges (discussed the strike in some minimum frequency), no arcs, no loops, no line

values [4].

e HEP-PH (High Energy Physics - Phenomenology): This collaboration network is from the
e-print arXiv and covers scientific collaborations between authors papers submitted to High
Energy Physics - Phenomenology category. If an author i co-authored a paper with another
author j, the graph contains a undirected edge from vertex i to vertex j. If the paper is co-
authored by k authors, this generates a completely connected (sub)graph of k vertices. It
contains 12008 vertices and 118521 edges [28].
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Overall Network:
Clustering Coefficient= 0.442
Average No. of Neighbors = 3.167

Network Density=0.138
Network Centralization = 0.182

Community 2

Community 3

Utrecht

Xavier

Figure 1: Strike network with communities as a ground truth.

e Enron (email network) Enron email communication network [29] covers all the email com-
munication within a dataset of around half million emails. This data was originally made
public, and posted to the web, by the Federal Energy Regulatory Commission during its in-
vestigation. Nodes of the network are email addresses and if an address i sent at least one

email to address j, the graph contains an undirected edge from i to j.

e roadNet-PA (road network) This is a road network of Pennsylvania [30]. Intersections and
endpoints are represented by nodes, and the roads connecting these intersections or endpoints

are represented by undirected edges.

We analyze the aforementioned datasets to highlight the diversity of these networks. It helps
us to anticipate the nature of results with given knowledge about original networks. The Strike
network is visualized in Figure 1 with communities as a ground truth. We also computed the
overall network properties for understanding, e.g. cluster coefficient is 0.44 that shows tendency
towards better communities. We have shown the degree distribution of all datasets in Figure 2
to analyze their structural aspects. The road network has limited variations for vertex degree and
distribution is somehow different from communication and collaboration networks.

The neighborhood connectivity is critical for graph processing and have more tendency to
discover communities. Social networks usually have high neighborhood connectivity that may
produce good quality clusters. On the other hand, relatively sparse graphs have lower connectivity

among neighbors of vertices, which may produce poor quality clusters due to low edge density.
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Figure 2: Degree distribution of collaboration, communication, and road networks.
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Figure 3: Graph neighborhood connectivity for (a) collaboration and (b) email networks. The num-
ber of neighbors are plotted on x-axis and y-axis shows the average connectivity among neighbors.

We plotted the neighborhood connectivity with respect to number of neighbors for collaboration
(hep-ph) and communication (Enron) networks in Figure 3. We observed a considerable difference
for neighborhood connectivity between these two networks, e.g. when we consider more than 100
neighbors then the connectivity is higher for collaboration network compared to email network. It

is strongly related to the size of resultant communities.

4.3 Evaluation criteria

We evaluate algorithms in terms of effectiveness, accuracy and outliers. For effectiveness, we use
scoring functions, defined in Section 4.4, based on internal connectivity (internal density, average
degree), external connectivity (cut ratio), and metrics that combine internal and external connec-
tivity (conductance, normalized cut). The intuition behind conductance is that a community is a set

of nodes strongly connected internally than externally and other metrics following similar intuition
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are also popular in research community [12]. For accuracy we chose Jaccard Index that is a widely
used similarity measure. It is more sensitive to overcome the small variance of the cross common
fraction, i.e. when nodes from several different communities in one result join together as a single

community in another result [7].

4.4 Community Scoring Functions

The basic intuition for all scoring functions is that communities are sets of nodes with many con-
nections between the members and few connections from the members to the rest of the network.
Given a set of nodes S, it is considered a function f(S) that characterizes how community-like is
the connectivity of nodes in S. Let G(V,E) be an un-directed graph with n = |V| nodes and m = |E|
edges. Let S be the set of nodes, where n;, is the number of nodes in S, ny = |S
of edges in S, mg = |(u,v) € E :u € S,v € §|; and c;, the number of edges on the boundary of S,
cs=|(u,v) EE:ueS,ve¢S|;and d(u) is the degree of node u.

; myg the number

e Conductance, f(S) = Zmi:—cs

side the cluster. A good community should have high cohesiveness (high internal conduc-

. It measures the fraction of total edge volume that points out-

tance) as it should require deleting many edges before the community would be internally
split into disconnected components. Conductance captures a notion of “surface area-to-
volume” and thus it is widely-used to capture quantitatively the gestalt notion of a good
network community as a set of nodes that has better internal- than external-connectivity
[31].

e Internal density, f(S) = nsm——sl)/2’ is the internal edge density of the node set S [18].

ng(

e Average degree, f(S) = Znﬂs“', is the average internal degree of the members of S [18].
e Cut ratio, f(S5) = ns(ncinx) , is the fraction of existing edges (out of all possible edges) leaving

the cluster [32].

e Normalized cut, f(S) = mefm + z(m_f;y) v [31].

e Jaccard Index is a widely used similarity measure. It can be defined as where P

Py
Ps+Ps1+Pp
stands for the number of node pairs that are respectively classified into the same community
in both results, P;; stands for the number of node pairs appearing in the same community in
the algorithm-produced results, but in different communities based on the ground truth, and

Py, vice versa [32].
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Figure 4: Analyzing the effectiveness of strike and hep-ph network communities respectively (a,
b) average degree, (c, d) conductance, and (e, f) cut-ratio.
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Figure 5: Analyzing the effectiveness, accuracy, and outlier scores for community detection ap-
proaches on strike network in terms of (a) internal density, (b) jaccard index, (c) normalized cut,
and (d) outliers.

4.5 Discussion

The overall discussion in this section is carried out from two aspects: 1) analyzing different evalua-
tion measures using same dataset, and 2) evaluating the clustering quality on datasets with varying
properties.

We analyzed the effectiveness of community detection methods on small-scale and medium-
scale real life networks, i.e. Strike, Hep-ph, as shown in Figure 4 and Figure 5 respectively.
The quality of communities is directly proportional to internal density and average degree values,
i.e. good communities have higher values for these internal connectivity measures. In reference
to existing study [13], the LPA approach consistently outperforms other approaches through our
experiments on Strike dataset, as depicted in Figure 4. Similarly, MB-DSGE approach did not
produce good quality clusters as claimed in the reference paper [13]. The only exception we ob-
served for LPA is on Hep-ph dataset for average degree, where it has produced poor quality results
compared with other methods, as shown in Figure 4(a) and Figure 4(b).In our understanding, as

the connectivity among neighboring nodes is less in Hep-ph dataset compared with strike dataset,
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Figure 6: Analyzing the effectiveness of community detection approaches on Email and road-pa
network in terms of internal density, average degree, conductance, normalized cut, and cut ratio.

therefore, the same labels are not propagated to majority of the nodes. In other words, very few
nodes collected same labels to be grouped together.

It is also important to note, in Figure 4, that very few evaluation measures (community scoring
function) may mislead our analysis. For instance, clique percolation approach shows community
structures with increased average degree of the nodes but conductance and cut-ratio reveal different
story. The reason is that for small size cliques it may result in good quality communities internally
but when we analyze how good the community structure is externally then may be it is not. In
other words, actual communities may not form clique structures, which is evident in Figure 1 with
actual communities as ground truth, and therefore this kind of conclusion can not be drawn from
such inadequate analysis. We can conclude that average degree scoring function may not be a good
choice in comparison to conductance and cut-ratio.

The strike and hep-ph datasets differ in size as well as in properties but not that different as
road-network, however, we observe strange behavior for LPA, SCP and MS-DSGE algorithms.
In Figure 4(e), the communities generated through LPA and SCP have high cut-ratio compared
with MS-DSGE. But in Figure 4(f), the effect is rather opposite for LPA and SCP. The community
structure is already presented for Strike dataset and we can understand that due to better underlying
community structures in the data, both LPA and SCP did not performed well. In other words,
external links to other communities are too many that is why the resultant communities score is
high in terms of cut-ratio. This is not the case with MS-DSGE as it find the dense subgraphs
out of sparse graph. Is it the case with hep-ph dataset? In order to understand that we need
to carefully look at the Figure 3(a) where we plotted the number of neighbors and neighborhood

connectivity. It clearly tells us that number of neighbors and the average neighborhood connectivity
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are complementary to each other. Therefore, LPA and SCP could perfom well, i.e. produced
communities with low cut-ratio.

The higher conductance, normalized cut (internal and external connectivity), and cut ratio (ex-
ternal connectivity), the worse detected communities are. In other words, these measures are
indirectly proportional to the quality of results. LPA shows good results, SCP is medium and MB-
DSGE is bad on larger dataset, i.e. Hep-ph. The MB-DSGE algorithm is a method for identifying
a set of dense subgraphs of a given sparse graph [2]. Therefore, it has shown different results for
these two datasets in Figure 4, i.e. good results for Strike and relatively poor on Hep-ph dataset.

The accuracy of communities is presented in Figure 5(b) where ground-truth is available in
advance. In this case, LPA algorithm has lower value for average Jaccard Index that is not same
as in the base paper. However, other algorithms have shown the similar performance. Most likely
these results deduced from the fact that the Strike dataset is relatively sparse and does not have
outliers.

The results quality in terms of outliers is also evaluated and shown in the Figure 5(d). The
behavior of each algorithm under consideration is consistent with the claims in literature. MB-
DSGE approach has produced the most outliers due to its natural instinct towards identifying the
set of dense subgraphs on a given sparse graph. The outlier score for SCP method is relatively
lower than MB-DSGE.

We observed the effectiveness of LPA, SCP, and MB-DSGE algorithms on social and road
networks, i.e. Enron and roadpa. Our objective is to investigate the variation in results towards
diversified properties of these networks. We plotted the internal and external connectivity measures
in Figure 6. The internal density and average degree for email (Enron) communities is higher than
road (roadpa) communities and it is consistent for all three community detection methods. Since,
road network is much sparse then email, therefore, they produced sparse communities with low
average degree and density values. For other measures, including conductance, normalized cut,
and cut ratio, LPA has outperformed SCP and MB-DSGE methods. The SCP method achieved
higher score for internal density and average degree on both datasets compared with LPA, which
is non-trivial. However, the accuracy aspect is compromised for SCP. There is a trade-off between
effectiveness and accuracy when it comes to SCP method.

It is interesting to see that LPA, SCP and MB-DSGE methods detected better communities in
terms of cut-ratio on road network in Figure 6, where the road network is comparatively sparse
than Enron email network. It make sense because in road network the detected communities have
less number of edges going out of the communities due to sparseness, which is not the case with
Enron email network. For other measures like conductance and normalize-cut, we can see the
similar behavior of the algorithms on read network where communities have relatively lower values
compared with the Enron network. There is an exception for LPA algorithm when it comes to road

network where it has produced relatively poor communities in reference to email network. The
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reason for such behavior lies in label propagation algorithm where strongly connected nodes end
up receiving same labels and resulted in the same community. In other words, it does not include

the nodes in the same community having links to nodes of other communities.

5 Conclusion and Future Directions

This study provided an experimental evaluation of a set of representative and well-known com-
munity detection algorithms on structurally different datasets with varying properties, i.e. density,
sparsity, and neighborhood connectivity. We evaluated results of these algorithms for effectiveness,
accuracy, and outliers. The extensive evaluation of the resultant communities in terms of unique
measures suggested the superiority of LPA method over others in social networks. However, SCP
method achieved better internal density and average degree compared to LPA, while with a slight
compromise on accuracy. The impact of network properties is proportionally reflected in results,
but the behavior of community detection methods persisted.

It is non-trivial to foresee the impact of community detection approaches over weighed and
directed graphs. The personal traits of entities in a network, e.g. attributes associated with the
vertices, further complicates this process and requires a systematic analysis for better understand-
ing. The analysis problem becomes even more complex when we encounter non-homogeneous

networks with varying types of vertices, i.e. heterogeneous networks.
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