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Emerging Mobile Learning Technologies for Future
Emergencies: Lessons Learned from COVID-19 Experience
from the Perspective of Al-Baha University Faculty

Ali Saeed Alowayr

Aalowayr@bu.edu.sa
Information Technology department, Computing and Information Faculty, Al-Baha
University, Saudi Arabia

Mohammed Yahya Alghamdi

myahya@bu.edu.sa
Computer Science department, Computing and Information Faculty, Al-Baha Universit)
Saudi Arabia

Abstract: The purpose of this research was to investigate the adoption of m-learning application f

the faculty members' perspective at Al-Baha University not limited to the COVID-19 pandemic b
rather future advancement of e-learning in higher education. This research aims to contribute
development of improvements in adoption, implementation, and barriers to ML tools to provid
on how to improve training and learning in situations that are disrupted further in the future b
technology and increased shift toward distance and flexible learning environments. A survey re
design with analytical descriptive design was conducted to analyse the level of adoption and us
smart devices in teaching learning activities. The sample comprised 100 faculty members, with
collected via an online questionnaire containing 12 items divided into two key factors: the state
practices of using mobile learning applications in teaching after the pandemic as well the diffict
met in the process.

The results revealed that the attitudes of the faculty members toward the mobile learning app!
for distance education were mostly positive. Therefore, the study showed that the participants
on some challenges that are experienced when using such applications. This work is relevant si
fosters understanding of mobile learning as a teaching strategy at universities with reference t
crisis/emergency situation and potential didactical distance learning ideas in the future. Speaki
findings made in the study, the emphasis is made upon the necessity to develop the ways to inr
support and training for faculty what means that an academic staff, to share their experience a
students with adequate knowledge about online classes. Thus, the contributions of this study ti
studying and advancing education policy and practice, helping institutions coordinate their mol
learning and remove barriers that affect teaching and the learning process. They are particular
valuable as institutions plan for further disruptions such as future pandemics, technological
advancements or other, to make sure that mobile learning stays viable solution in context of cc
changing environment of education.

keywords: Mobile learning application; Future emergencies; User experience (UX), Online learn
Human mobile interaction.
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1. Introduction

The acceleration of technology has dramatically transformed education, with e-learning becom
prominent feature in both routine and emergency scenarios. Part of e-learning, mobile learning
learning provides convenience, availability and richer learning engagements when using handh
devices like phones and tablets. Though, COVID-19 has played a good role to shift its concentra
towards mobile learning as a crisis response, the current discussion has moved ahead to look &
contributions of this technology in other educational issues like providing distance education in
away areas or to find out how prepared we are for next such crises [1]. Al-Baha university, like
institutions worldwide, implemented mobile learning applications to ensure continuity during t
pandemic. These applications enabled faculty to deliver lectures, share resources, and interact
students, transcending geographical barriers. However, as learning management systems (LMS
offered similar capabilities for over a decade, it is vital to identify how mobile applications contr
uniquely to educational outcomes beyond conventional systems [2]. This study evaluates the
effectiveness and challenges of mobile learning applications in a post-pandemic context, with a
on preparing for future scenarios where flexible, technology-driven learning may be essential. |
learning applications contain several types, including: educational content development applice
in which educational content is created and disseminated to students [3]. To highlight the Coro
pandemic, it is considered a crisis that has affected systems education in many countries of the
which led to the widespread closure of schools and universities wide. In order to continue the
educational process after this pandemic, it is necessary to keep up with developments and rapi
technological evolutions. Perhaps resorting to the online learning strategy after the Corona par
has played an important role in the continuation of the educational process [4].Therefore, it is i
to investigate the importance and role of modern technologies in continuing, improving and de
the process of education after the Corona pandemic requires robust mechanisms and strategie
success of the educational process. Learning through mobile applications has become a tangib!
in most schools and universities across the global [5]. The world to confront the Corona pander
the transmission of infection between students and their teachers, and thus learning has becor
learning in general and what it includes, such as mobile learning applications, is one way out in
this pandemic to continue the educational process [6]. From this standpoint, and in light of the
challenges posed by the COVID-19 pandemic, which led to the closure of schools and universitit
the rapid shift to distance learning, this study was conceived as an attempt to explore the realit
mobile learning applications among instructors at Al-Baha University. While the pandemic prov
an urgent context for the adoption of mobile learning, this research also seeks to assess how tt
can be effectively integrated into higher education in the long term, in preparation for future di
whether from pandemics, technological advancements, or other unforeseen challenges.

2.Literature review

According to the researchers, m-learning means an ability to employ wireless devices like smal

personal devices connected into the Internet to get the learning content irrespective of the tirr
space [7], [8]. In other word [9], they defined that m-learning is the learning whereby; use PDA
access to the learning content and help them to perform other functions for instance, submitt
assignments and quizzes.

M-learning is defined as the delivery of learning content through use of mobile technologies w
enhancing the learner’s experience and traditional face-to-face education may be supplemented \
learning and m-learning [10].
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Many a study in the field suggests that integration of e-learning and especially m-learning is n

effective when it complements traditional pedagogy rather than when it is implemented as a
contained system [11]. The use of classroom teaching and teaching through information techns
with the same device is called blended learning [9]. In some definitions the successful completion
course module means the use of various varieties of instructional media as well as instructional rr
Exact reference: or Mobile learning m-learning is education that is delivered through mobile techr
and smart devices. Another advantage that mobile learning points to is greater availability and |
convenience [3], [12]. With the use of learners’ pocket devices, students can learn at their own
convenience ignoring space and time intervals [10]. Mobile learning also assists in different form
learning such as the adaptive learning technologies and apps that addresses the needs of every ir
learner [13]. This personalized learning can improve participation as well as increase learning out
making it easier for students to learn more comfortably through materials that cover their pre
learning styles at a difficulty level that matches their capability [13]. In most of the mobile learn
platforms, data analytics was employed to monitor performance and adapt the learning process
sequel Hence, the students experience more unique learning environments. Social integration of
in m-learning enables students to easily work in a group through the use of communication tools
as; Group text, social media networks, shared documents and forums [15].

This connectivity can improve conditions for cooperative learning among peers and support for g

assignments where participants are dispersed in different geographical areas. The quality of lea
environment plays an important role in the case of mobile learning and has significant impact
acceptability of technologies used in learning [16]. Accessibility is the degree to which learners are
to undertake learning tasks, also known as usability; engagement pertains to the creation of spe
learning outcomes; overall satisfaction is a measure of the extent to which learners perceived lec
design as helpful, easy to use, or enjoyable [17], [18].

Accessibility can be defined as the ability of users in terms of the ease at which they can access

move through the mobile learning platform. The usability features, as per [18], include learnab
efficiency, memorability, error frequency, and satisfaction. In the case of mobile learning, the intu
presentation of course content is the most pivotal factor in keeping learners from disengageme
pointed out by [12], it is evidenced that the ‘intuitiveness and clearly defined navigation paths ma
contributes to usability of the application in the mobile learning system. While referring to accessi
in mobile learning, media refers to integration of the learning platform, to address the aspects of
ability in the learning platform for learners with disabilities and the learning platform regardle:
physical locations [19]. These include for instance the screen reader for visually impaired user, sul
for hearing impaired user, flexible layout that can cater for different levels of lighting and other
interfaces [20]. This is so the case since other studies have shown that barriers in accessibility
hamper learning and the general user experience [21]. Also, the level of learners’ interest and
involvement is now considered as an element of UX in mobile learning, known as engagement |
Among them, game incorporation, ‘fun’ items, and the use of content and other media product
widely applied in order to increase activity level [18]. Besides this they also showed that gamifica
can increase the motivation of the users by a factor of 2 in education related systems. Further,
incorporation of videos, quizzes, and interactive simulations increase on the quality of learning co
by adding on the value of fun and interesting [22][23]. In adopting affective mobile learning, UX i
complex model that has implications on the success and adaptation of mobile learning technol
[16]. The pieces that must be implemented in order to improve the overall UX include usabil
accessibility, interaction, user personalization, social interaction, contextual learning, and contint
feedback from the users [14]. These elements, when addressed, result in creative, full of interest
effective mobile learning solutions.
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There are many potential benefits of using m-learning ; however, there are numerous factor:

challenge the utilization and implementation of m-learning [24]. These can be further subclassifie
technology and teacher related factors and also factors related to students and context [25]. r
learning has also its problems in this regard also that it raises some digital divide problems in frc
learners, here not all the learners are able to get mobile devices and internet connections [26]. vit
and screen and there are also problems associated with distractions data privacy and security [27
Mobile devices are also not as efficient as the conventional type of computers. Reduced display
limited data storage and processing abilities have an impact on the usability and the learning acti
taking place [27]. These restrictions may make it difficult to enter multi-parameter working
characteristics or observe diagrams and large texts. In addition, there is the provision of reliable ir
access which is very essential in m-learning in view of accommodation of Web 2.0 tools, and ot
resources located on cloud in addition to real time interaction. However, bandwidth, connection
reliability and cost of data present major challenges, especially in rural or developing areas [30], |
Likewise, the absence of calls for technical support and maintenance to mobile learning platform
devices may also hinder use [32]. This is about the provision of IT help desk for technical supp
upgrading of applications and other software and the physical framework to host enterprise n
learning projects [33]. Overcoming these barriers is therefore critical to the optimization of the
opportunities of mobile learning.

3. Methodology

The research method used in the present study was analytical-descriptive in the assessment of t
of mobile learning applications in higher education. The participants in the study comprised 100 f
members of Al-Baha University, KSA, asked for their experiences, perception, and contingencies
mobile learning tools. The questionnaire included two main dimensions:

1) the application of m-learning and/or mobile learning applications for instruction.

2) the problems faced while implementing these technologies.
Data analysis was done by use of Statistical Package for the Social Sciences (SPSS). Quantitati
analysis, coefficient, and frequency distribution in the survey results were used to analyze the re
from the faculty's next survey for presence of pattern of the faculty responses. To gain imprc
understanding, the responses were contextualized using data from prior research in mobile learn
Accordingly with the objectives and questions of the study, the researchers used the questionnair
line with the objectives from the perspective of Al-Baha University faculty members. The current s
in its final form, consisted of two factors: the first one is the reality of the teachers mobile lear
applications usage in teaching, and this factor embraced the following seven items:
1) Each of the applications explored in this study improved the learning performance compared t

that of traditional learning.

2) Incorporate mobile learning applications in teaching students after COVID-19 (Corona).

3) Mobile learning applications have engaged the student hence making it easier to track their
performance and document what they've learnt.

4) With the use of mobile learning applications, it is very easy to, and positively, engage students ¢
any given time and place.

5) Mobile learning Application is easy and understandable.

6) Using mobile learning apps, contents are provided to students in a continuous or related way w
taken in sequence.

15
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7) Learning contents in mobile learning apps contain appealing and intriguing features.

The second one is the difficulties facing teachers in using learning applications mobile after the C(

19, and this factor includes (5) items as listed below:

1) I don't have time to use mobile learning applications.

2)1 [:|>refe|j traditional methods of teaching students instead of teaching using applications of mob
earning.

3) My lack of knowledge about the optimal use of mobile applications for teaching.

4) | feel that using mobile learning devices causes a waste of time.

5) | feel that there is no benefit in using mobile learning applications in the learning process.

The researchers took care in formulating the questionnaire as simple and easy as possible; there

is understandable to the research sample which was 100 instructors. The survey is graded respor
according to a five-point Likert scale, which corresponds to each item of the questionnaire. The
questionnaire has a specific value as follows: : Typically 5 marks which include 4.21-5, regularity
marks which includes 3.41-4.20, occasionally 3 marks which includes 2.61-3.40, Rarely 2 marks wk
includes 1.81-2.60, never 1 mark ranging 1-1.80.

4. Results and discussion

To determine the objectives that were set and to analyze the data collected, it analysed via
the Statistical Packages for the Social Sciences (SPSS) program. A number of statistical
methods and techniques were used to determine the trends of members as a
representative of the study population. All but three of the faculty also noted the
effectiveness of lecturing and sharing of resources or time irrespective of the time /
geographical location and this was especially significant given the current confined mobility
and access to learning institutions. As for the relations with the attendees, the mobile
learning applications were described enabling one to engage in interactive sessions via
Multimedia tools. However, one faculty said, the students could not pay attention for a long
time; there is a literature of students possibly requiring faculty-directed promptness to
remain active on the mobile platforms. The researchers used the following statistical tests
such as frequencies, percentage, mean (weighted), standard deviation, and correlation
coefficient. The responses of the first factor which is the reality usage for mobile learning
applications in teaching after COVID-19, as presented in the following Table 1, and Figure1.
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Table 1.The reality usage for mobile learning applications in teaching

Statement Not Seldo | Some | Regular | Often| Mean| SD | Choice
at all | m(2) 3) ly (5)
(1) (4)
Mobile learning applications
enhanced the learning performange Regular
compared to traditional educatior] > v > 33 40 3851 133 ly
Lea mahila laarninag annlicatinne in
Use-mebietearninaopplicationsia
teachlng students after COVID-19 0 5 11 25 59 4.40 0’91 Often
(Corona)
PV’IUb”C ICCII II;I IS app“\_at;ul |S) hCIVC
made it easier to monitor students’ Resular
performance and record their 3 11 12 29 45 4,1 1.2 ‘Ig
progress in learning y
Mobile Innrning npplir;\finnc have
made it easier to communicate and
interact positively with Regular
students anywhere, anytime 3 23 13 28 33 3711 1.33 ly
Using mobile learning apps is simple
and clear 2 10 8 52 28 | 3.97 | 0,93 Relg“'ar
Mobile learning apps deliver content y
in a sequential and interconnected Regular
manner for students 3 12 15 31 39 3.83 | 1.23 Iy
Mobile Ip:\rning apps have
interesting and attractive elements Regular
into the learning contents 6 16 20 20 38 3.47 | 1.20 ly
Regular
3.90 | 1.22
The mean of the total statements ly
The reality usage for mobile learning applications in teaching during
COoVID-19
M.learning apps have an attractivety elements S
M learning apps deliver content in a sequential —————————
Using M.leaming apps is simple and clear ;o' e
M .learning applications made it easier for communication
M.learning apps made it easier to monitor students’
performance
Use M.leamning apps in teaching students during COVID-19
M.learning apps enhanced learning performance compared
to F2F education omSoe me

Seldom

2

Regularl

Figure 1. The reality usage for mobile learning applications in teaching
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When looking into the Table 1, the result that found for statement of "Mobile learning applicat

enhanced the learning performance compared to traditional education" is 3.85 which is regul
Whenever designed and facilitated correctly, we can obtain choice, simplicity, interaction, and
individualization that may not always be feasible in classroom instruction. Consumers can make L
the content at any time and from anywhere making it easier and adaptable for learning. Also, m
learning applications can include audio and video, as well as opportunities for learning through q
control simulations, and others, which can improve results of knowledge and motivation. They ca
be used to create multi-media presentation that enhances learning and communication among
and instructors. Furthermore, the result that been drawn from the sample for the statement ¢
mobile learning applications in teaching students after COVID-19 (Corona)" was 4.40 which mez
often. This is might because mobile learning applications provide flexibility for students to learn a
own pace and convenience. They can access educational materials anytime, anywhere, which is
especially beneficial after periods of remote learning or lockdowns. This is influenced by other fac
such as access to technology, engagement levels, teacher support, assessment methods, and
interaction opportunities. [34] and [35] confirmed an effective mobile learning applications desigr
provide flexibility for students to learn at their own pace and convenience and their research outc
support the use of mobile learning applications in education. When moving into the stateme
"Mobile learning applications have made it easier to monitor students’ performance and record
progress in learning”, the mean of the responses was 4.1 which is regularly.

Most mobile learning applications provide tools whereby the trainer is able to track the achiever

of their students in real time through quizzes, tests and assignments. They can monitor the time s
spend on resources, on tasks as well as time spent on different modules and content they use.
assessments provide immediate feedback to both students and instructors, allowing for quick
identification of areas where students may need additional support or intervention. This findi
consistent with that [36] and [12] who investigated the effects of monitoring students' progress th
mobile devices and found that mobile learning applications made the process of monitoring stu
progress easy for instructors and they can get full details about their students learning progress il
of what they have achieved and not achieved form the learning outcomes. Moreover, the result re
that "Using mobile learning apps is simple and clear" was 3.97 which means regularly. Mobile lear
apps are typically designed with consistency and intuitive user interfaces that prioritize ease of
navigation and accessibility. Clear menu structures, well-labelled buttons, and simple layouts ma
easy for users, including students and instructors, to find and use the app's features. This consis
enhances usability by ensuring that users can easily recognize and understand common interface
elements and interactions. These features ensure that the app remains clear and usable for indi
with different abilities and preferences. This is in line with the statement made by [37] who statec
mobile learning apps are intuitively designed with friendly user interfaces that prioritize ease of
navigation and accessibility and this will make the app remains clear and usable for users with dif
capabilities. The last two statements which are "Mobile learning apps have interesting and attra
elements into the learning contents" and "Mobile learning apps deliver content in a sequentia
interconnected manner for students" revealed that the result is about 85% which was regularly. T
could because of mobile learning apps leverage multimedia elements such as videos, animations,
infographics, and interactive simulations to make learning content more engaging and dynamic. V
and auditory stimuli enhance students' understanding and retention of complex concepts. Some
frequently applied approaches to encourage the learners are related to the fact that many mobile
applications created to aid the learning process are designed as educational games. Gamified ele
bring levels of engagement from students, compel them into participation and make student
accomplished.
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The finding is consistent with that [38] who investigated the combination of interesting and attra

elements in mobile learning apps and found it enhances students' engagement, motivation, and |
outcomes by delivering content in an interactive, interconnected, and personalized manner. T
results support the findings of [39] who stated that mobile learning apps combined by the eleme
interest and attractiveness can increase students' engagement, motivation, and learning outcome
moving to the data that been collected in order to answer the second factor which investigat
difficulties that faced teachers when using mobile learning applications after the COVID-19, the
findings analysed and shown in following Table 2, and Figure 2.

Table 2. The difficulties faced by teachers when using mobile learning applications.

No Statement Not Seldom| Some | Regula | Often| Mea | SD | Choice
at all (2) (3) rly (5) n
M @
1 I don't have time to use Regular
mobile learning application 1 1 9 29 > 37107 ly
2 I prefer traditional methods| of
teaching students instead of Regular
teaching using applications pf ! 6 31 37 25 385|087 ly
mobile learning
3 My tack of knowtedge abou
the optimal use of mobile 1 1 6 43 39 44 | 071 Often
applications for teaching
4 Ifeetthatusing mobite
learning devices causes a 15 57 10 9 9 23 | 12 | seldom
waste of time.
5 Heetthat thereis o berefi
in using mobile learning
applications in the learning 21 41 7 21 10 | 263 | 1.4 | Seldom
process.
The mean of the total statements 337 | 1.05| Some
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Difficulties faced teachers when using mobile learning applications
during the COVID-19

No benefitin using m.learning apps in the leaming process
| feel that using mobile learning devices causes a waste of
time.

Lack of knowledge forusing mobile apps for teaching

Prefer F2Fof teaching instead of m.leaming apps

I don't have time touse m.learning apps

Not at all Seldom Some Regularly Often

Figure 2. The difficulties faced by teachers when using mobile learning applications.

In Table 2, the findings revealed that the study sample is regular in their approval of the difficultie

instructors face after the usage of mobile learning applications as the mean between 2.62 to 3.
addition, the mean result that has been shown in the above table is between 1.05 to 3.8 that thes
indicate their opinion is between (some to regular) against the barriers of using mobile devic
learning. That way the study stresses on benefits that mobile learning applications has in a proc
changing education all while putting into emphasis that much has to be done in order to maximi:
use of the technological advancements. Some faculty members’ feedback pointed out on one
differences between potential advantages and on the other hand implementation difficulties. Ho
in using multimedia and gamification elements in developing mobile tools, the authors have res
that these two aspects are not enough to ensure attention from the students. It was also revea
designing the mobile courses with several non-consecutive sections will improve the students; att
span [2]. In order to make the desired equity possible, a lot of emphasis should be placed on
infrastructure and offer trainings to the faculties severally. On the other hand, support service
include technical support services like IT support round the clock are handy and minimize on the |
a user is most likely to encounter with the product or tool. In addition to synthesizing the fac
responses, this study found potential original sources of several of the challenges. In the same we
digital divide increases disparities in the use of mobile learning, and when there is no support fro
university, faculty members will not be prepared. Solving these challenges requires a complex sol
set that involves technology solutions, policy, and instructional design. Furthermore, collaboratic
the tasks under implementation may have the effect of promoting peer interaction and engagem:
lack of knowledge about how to effectively leverage mobile applications for teaching can indeed
significant barrier for instructors which is 4.4 out of 5, especially during times like the COVID-1
pandemic. This might be related to the limited training opportunities for instructors. They may no
had sufficient training or exposure to use mobile apps for teaching purposes. Therefore, without
training, they may struggle to navigate these tools effectively. This supports the findings of the res
study which conducted by [40] on what affect instructors’ intention to use mobile apps. They foun
teachers without adequate training to use mobile applications for teaching, they faced challeng
navigate these apps effectively. In statement number 4 which investigates the usage of mobile
technology in learning causes a waste of time, the result revealed that 2.3 out of 5 which means
responds are seldom.
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This feeling might be related to the interactivity or engagement that behind the educational co

design for mobile devices to hold students' attention. If the material is poorly presented, student
perceive it as a waste of time. This result reflects [41] who reported that the usage of mobile techi
in learning causes a waste of time if the material is poorly presented for the students as this will
disengagement with learning contents. The last statement which is "l feel that there is no benefi
using mobile learning applications in the learning process" shows the mean responses of the sarr
2.63 out of 5 which means seldom. This result indicates that much more of the sample does not
with this statement of no benefit when using mobile devices in learning. The rest of the sample w
agree there is no benefit in using mobile learning might because technical challenges. Issues su
poor internet connectivity and device compatibility problems can hinder the learning experienc
leave users feeling frustrated. People naturally tend to resist change, especially when it involves
adopting new technologies or learning methods. Resistance to mobile learning applications may
from a fear of the unknown or a reluctance to step outside of what they dealt with. According to s
research studies [42] [43][44] which conducted to investigate the effects of using mobile learr
applications in the learning process and studying the benefits and challenges of mobile learning
applications in education, it can be inferred that the use of mobile learning can be beneficia
instructors if they know how to use them properly whereas mobile learning apps can be useless i
those instructors do not know how to use them or no enough training provided to them.

5.Conclusions

An analysis of the impact of employing mobile learning applications in Al-Baha
University with emphasis on the effectiveness of these applications in the presence of
the new reality owing to COVID- 19 pandemic reveals pros and cons. It has been a time
that saw a revolution in education across the world and Al-Baha University could not
be left out. The authors determined that due to COVID-19, the shift towards online
learning contributed to the emergence of mobile learning application among the
faculty. At the same time, it became clear some of the main issues even in the spheres
of staff development, information technology, and students’ motivation. These are
important lessons because as institutions adapt to post-Covid strategies, the lessons
learned in Covid conscious and other disruptions in that line is paramount if the
mobile learning needs to be a continued key player in current and future methods of
delivering education. Building upon the main findings derived from the present
studies, this conclusion addresses the advantages, difficulties, and consequences of
employing these applications. Several advancements in mobile learning applications
contributed to the improvement of access and flexibility the overall educational
process. Lecturers could also teach as well as provide materials, students, and faculty,
all without the restrictions of geographical location. This flexibility was important
during such lock down periods because the education of the students was not
interrupted. Mobile learning applications expanded the user participation using
interactive instruments and multimedia. This marks the work interactivity and that
they can be used to improve the performance of learning are statistically correlated.
Discussion boards, quizzes, and recorded lectures kept students’ attention and
encouraged them because, compared to conventional classroom face-to-face teaching
methods, which are mere talking and explaining, the formal distance learning tools
provided adaptability and enhanced different forms of teaching-learning approaches.
But major technological challenges were met there. The challenges encountered
included poor internet connection, limited access to better devices and using a new
set of technology altogether in some cases, by the faculty members. Among these
challenges, the least developed mobile learning region experienced the most
challenges due to the lack of adequate ICT infrastructures. The importance of this
study therefore resides in the fact thdt it will bring out the faculty's practical
experiences when the education system was undergoing change.
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This study is helpful to report both advantages and disadvantage of integrating and impleme

mobile learning since such information can help to strategize and policy educational direction to g
disruptions in distance learning. The studies provide direction for institutions to improve the
professional development of their faculty, to help educators become more prepared to integrate
technology within their classroom and other educational settings. The technological factors mu
resolved to enhance the use of mobile learning especially in areas that lack robust technological
systems. By taking these implications into account, educational institutions will be more capab!
create more tolerant, malleable, and adaptive learning environment that will not be as much affe
further global disruptions such as pandemics, shifts in technologies and so on to the existing trad
education paradigm.
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Clean cultivation of Vicia faba L) using household waste

Hala Ali Mohammad
Field Crops Department, Faculty of Agriculture, Tishreen University, Syria

Email: halamohammad445@gmail.com

Abstract: Agriculture has been practiced for thousands of years without the use of any
chemicals, and the use of these agricultural chemicals not only causes degradation of
arable land, but also causes soil pollution. To overcome this situation, organic agriculture is
the only solution that only involves natural resources such as organic materials, plant and
animal waste, and microbes. This is what helped increase the importance of research, as a
pot experiment was carried out in Tartous Governorate for the 2021- 2022 season to study
the effect of some household waste, such as (Rice water and ground egg shells) in the
growth and development of bean plants. In addition to the evidence, water only, as natural
fertilizers free of chemical compounds. The experiment was conducted in a completely
randomized block design.

The results showed that there were significant differences between the studied treatments

compared to
fpzﬁtgc(BFéﬂLt and the rice water treatment achieved significant superiority in morphological
height, number of leaves, number of branches), while the eggshell treatment excelled in

productive
traits (number of flowers, number of pods, seed weight, productivity per hectare).

Keywords: Vicia faba, eggshells, rice water, morphological characteristics, household waste.
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1. Introduction

Faba bean (Vicia faba) is a potential, versatileleguminous crop of Fabacee family which can
begrown in varied climatic conditions throughout theworld (Arya et al., 2018 & 2022). The
crop, if usedin rotation or as intercrop (Kopke and Nemecek, 2010;Arya et al., 2019) with
other cereal crops, providesagronomic, economic and, environmental benefits tothe
farmers in the form of reducing the requirementof inorganic fertilizers for next crops
(Aschi et al.,2017; Arya et al., 2020), by increasing the plant yields(Xiao et al., 2018) and by
breaking the vicious cycleof disease and pests (Zhang et al., 2019). Faba beanalso known as
many names such as Field bean, Broadbean, Windsor bean, Horse bean, Tick bean,
Longpodbean and Kaka Matar (Minguez et al, 2021). It hasbeen produced in
Mediterranean region (Jensen et al.,2010) China, Africa, Europe, Middle East, Asia whereit is
most common crop for human and animalconsumption. Faba bean (kernel as well as
maturedry seed) with well-balance d aminoacid profile(Martineau et al., 2022) is a rich
source of protein(Multari et al, 2015) carbohydrates, minerals (Rahateet al., 2020),
vitamins (Oomah et al., 2011); and otherbioactive phytochemica Is along with some anti-
nutritional compounds (Mattila et al., 2018).

It is also a good source of protein, and works to improve soil properties and increase its

fertility due to

ﬁtﬁ@ ablllze atmospheric nltrogen thanks to the bacterial nodules formed on its
& reasm |n rest.in phyton tr|ent F nutritional and healtk er} flts of faba
Awarene environmenta afety issues is responsible

plants confirms the |mportance ofthls crop, Whlch contaln a group of blologlcally actlve
phyebaperaitads in its mature seeds and green pods as well as leaves. These phytochemicals in
phganoli@goimptuneds, feaneort gielsr HiNesiaaity andtivet pe 20483, and dietary fiber. Amino acids are r
responsible for various biological activities and increase the importance of this plant in treating
diabetes, anti-inflammatory, antihypertensive, antiviral, antibacterial, antifungal, antioxidant,
antimalarial, anticancer, and cholesterol lowering )Kumae et al., 2022).

Recently, farmers' choice has been shifted to organic farming instead of chemical fertilizers due tc
high cost and inefficiency to improve soil fertility (Oyedeji et al., 2014). Organic fertilization he
become an important part of environmentally sound, sustainable agriculture. Coming from or,
sources makes it more valuable for agriculture (Arora and Maini,2011).

The use of organic fertilizer has improved soil fertility and helps combat diseases. It is also an
environmentally friendly way to reduce waste that accumulates in landfills (Khadem et al.,2010).
Eggshell waste can be used as plant fertilizer because eggshells contain 95% calcium carbonate (
and Paul, 2006). It helps in changing the exponent.

Very especially for P is 0,21%, K is 0,40%, Ca is 0,47% and Mg is 0,09%.The results of a study showe

the effect of rice husk ash (75, 50, 25, 0) g/plant and ground egg shells (0, 15, 30) g/plant on the gr
of pepper plants. The results showed that rice husk gave the best values for morphological traits
level of 50 g/plant.

While eggshell powder achieved the best values for production characteristics at the level of |

g/plant, as eggshell powder is considered a fertilizer that supplements organic fertilization and r
the plant's calcium needs. Rice husk ash has mineral binding function and helps loosen the soil, s
it can help plant roots to absorb nutrients (Kurniatuti,2018).

29



The Islamic University Journal of Applied Sciences (JESC), Issue Il, Volume VI, December 2024

Rice water biofertilizers depend on the chemical reaction resulting from the mixture of
starch water and milk. This mixture produces lactic acid bacteria that improve soil health by
decomposing organic matter and reducing unwanted pathogens associated with
decomposing material. It also eliminates unpleasant odors associated with compost. The
starch water allows bacteria to grow while the milk isolates the bacteria needed for the
fertilizer leaving unwanted bacteria to die. These results showed that starch water
biofertilizer is a good organic fertilizer for home gardens as it is easy to make and can be
accessed at any time (Abba et al., 2021).

(Pervez et al., 2000) Showed in a study of the effect of organic fertilizers on the growth of

potato and
Reastops, ysipg different types of organic fertilizers (egg shells, wood ash, banana peels,
and soil seedlings only), where the best values were for plant height, number of branches,

%@ﬁ?e@a@&.w@ggeﬂmm@d%fﬁem TR es SIS Ry A eLie fon

increasing soil fertility by using organic fertilizers (food scraps) such as egg and fruit sh

teprove the properties of the soil. The results showed an improvement in the properties of tf

and its content of calcium carbonate and nitrogen, in addition to improving the growth, develop
and productivity of the fenugreek plant (Karn et al., 2023).

The results of a study of eggshell powder on tomato plants were achieved in two different soils, o
which eggshell powder was added and another to which the powder was not added. A differenc
observed in the characteristics of the soil that contained eggshell powder and the other that d
contain it. The results also showed that eggshell powder It helped the plant to grow, as it is consic
a natural, safe and healthy fertilizer for humans (Ayyub et al., 2012). A study of the effect of eggsh
on the growth of pepper plants as an organic fertilizer showed an increase in the wet and dry wei
the plant, root length, and plant height (Anugrah et a/.,2021).

This study was conducted to determine the possibility of utilizing household waste as clean and
household fertilizers

The importance of the research stems from the importance of the bean crop, the possibility of gre
it in narrow spaces, and benefiting from household waste as clean and safe household fertilizer
the organic fertilization method and reducing the costs of chemical fertilization From the above
research aims to compare the growth and development of bean plants using two types of house
waste (egg shell powder and rice soak). Determine the best values resulting from treatment with
wastes.

Materials and methods:
(Location: Syria_Tartous_Safita. A home potting experiment was conducted
Varieties: The Spanish variety was obtained from the local market

Studied treatments: two types of household waste (such as biofertilizers) in addition to the cor
water only. Water (see) _ egg shells _rice water

Irrigation was treated with the previous treatments every 15 days for two months, 4 times durir
plant growth stages.
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How to prepare eggshell fertilizer: According to (Karn et al., 2023) grams of egg shells were
ground, and we obtained cup of finely ground shells ,Then we put it in a bowl

g(ﬁ%ggd‘%%three times as much apple cider vinegar to it (that is, three cups of apple cider
added to every cup of egg shells). Then mixing was done until the reaction stopped and

no bubbles
APpsaAssd, The container was closed well and placed in a dark place for (3-4) days for the

occur
Then a very thin, brown layer forms. We remove the layer and then filter the mixture to

get rid of the
sediment

Then we take 10 ml of the mixture of egg shells and vinegar, dissolve it in a liter of water,

and then use
Eie%% fest ¢fethe mixture is stored in a cool place in a closed plastic container and we
top.

1- Rice water.Rice water fertilizer is a natural fertilizer that is prepared at home and is the

water that
results from washing or soaking rice.

It contains a number of nutrients such as carbohydrates, vitamins, sugar, fibre, iron,

magnesjuof aind in a liter of warm water and leave it for (2-3) hoursWe filter the water into a suit:

Biowyl |6 ko8 iptiés oo afgesrtu prl otk ands raindtveglissium, so it is considered a natural
chemical fertilizer

Bt coleratiesBohev@roper ignecebitbpthlemenize aTh elightitanich Mabrkasiseatyatbbavet for (2
\gremove the gauze, examine it, and notice the formation of a thin, white layer, s

%%%gg%aﬁ%gﬁ 'F‘FH EQ%H&C RIS PRI J2EG O UH I NEH S NG Ay, Rfeyater

§§8&?H@P£P&ﬁﬁ’é ﬁ]1| ﬁtﬁ% At ERILRIEStic container with a hole punched in the top.The trea
tvewdarpiegpora videhwatige thaaendingho tidbe et ebrdPadhkents every 15 days for two months, 4 t
during the plant growth stages.

The readings studied: plant height (cm) / number of branches / plant - number of leaves / pla
number of flowers / plant - number of pods / plant - weight of pods / plant (g).

Experiment design: The experiment was designed using a randomized block method, then the |

was tabulated on the Excel program and a statistical analysis was performed using the Genst
program to determine the least significant difference at the 5% level.
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Results and discussion:
1:The effect of household waste on the height of bean plants/cm.

Table (1) shows the effect of treatment with household waste (control, rice soak, and ground
eggshells) on plant height. The averages reached (90.44, 100.10, 90.88) cm, respectively. Compari
the averages, it was noted that there were no significant differences between the studied treatme
but the reason for soaking rice was an increase in the height of the plant, as soaking rice can help
plant roots to absorb nutrients )Kumae et al., 2022).

Table (1): Shows the effect of household waste on bean plant height (cm)

ground egg shells soaked rice water Refined
91.00 95.33 87.33 1
97.33 101.66 89.66 2
84.33 103.33 94.33 3
90.88 a 100.10 a 90.44 a Average
11.78 L.S.D5%
5.5 CV%

2:The effect of household waste on the number of branches/plant

Table (2) shows the effect of treatment with household waste (control, rice soak, and
ground eggshells) on the number of branches/plant. The averages reached (3.33, 4.33, 3.33)

branches/plant, respectively.

Comparing the averages, it was noted that there were no significant differences between

the studied

Heatopeats, byt the reason for the rice soaking was an increase in the number of
soaking can help the plant roots to absorb the nutrients that caused an increase in

theragapsr Hows the effect of household waste on the number of branches of bean plants
BFQHEH@/pE}?t )}R%me of the plant, and this in turn was reflected in the number of
groun

et al., 2022) r egg shells soaked rice water Refined
4.00 4.00 3.00 1
3.00 5.00 3.00 2
3.00 4.00 4.00 3
3.33a 433 a 333a Average
1.31 1.S5.D5%
15.7 CV%

3:The effect of household waste on the number of leaves/plant

Table (3) shows the effect of treatment with household waste (control, rice soak, and ground
eggshells) on the number of branches/plant. The averages reached (37.00, 46.00, 41.00), leaf/p

respectively.
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Comparing the averages, significant differences were found between the studied
treatments, where soaked rice achieved significant superiority over the other treatment
and the control, and achieved the best value (46.00) leaf/plant, and in turn, ground was
superior. Eggshells on the control that gave the lowest value (37.00) leaf/plant. This may
be attributed to the role of both types of fertilizers used (egg shells and rice water) and
the role of organic extracts in germination and increasing the overall productivity of the
plant, and this is what the rice soaking achieved(Arora and Maini,2011).

Table (3): shows the effect of household waste on the number of leaves of bean plants

ground egg shells soaked rice water Refined
46.00 51.00 42.00 | 1
40.00 46.00 35.00 2
36.00 42.00 34.00 3
41.00b 46.00 a 37.00c | Average
2.07 | L.S.D.5%
22 | CV%

4:The effect of household waste on the number of flowers/plant

Table (4) shows the effect of treatment with household waste (control, rice soak, and ground
eggshells) on the number of flowers/plant. The averages reached (15.00, 17.00, 21.00) flower/plar
respectively. Comparing the averages, significant differences were found between the studied
treatments, where ground eggshell achieved significant superiority over the other treatment and
control and achieved the best value (21.00) leaf/plant, and in turn, ground Egg shells were the cor
that gave the lowest value (37.00) flower/plant, followed by soaked rice, superior to the control th
gave the lowest value (15.00) flower/plant. The increase in the number of flowers is due to the
eggshells containing 95% calcium carbonate. It helps in changing the pH of acidic soil and thus he
in increasing the absorption of nutrients for the plant (Singh et al., 2013).

Table (4): shows the effect of household waste on the number of flowers/bean plants

ground egg shells soaked rice water Refined
23.00 21.00 17.00 1
18.00 14.00 12.00 2
21.00 16.00 16.00 3
21.00 a 17.00b 15.00 ¢ Average
2.07 L.S.D5%
2.2 CV%

5:The effect of household waste on the number of pods/plant

Table (5) shows the effect of treatment with household waste (control, rice soak, and ground eggs
on the number of pods/plant. The averages reached (6.66, 10.33, 13.66), pods/plant, respectively.
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Comparing the averages, significant differences were found between the studied
treatments, where the ground eggshell had a significant superiority over the other
treatment and the control, and achieved the best value (13.66) pods/plant, and in turn was
superior to Soaked rice was the control that gave the lowest value (6.66) pod/plant.
Eggshells contain trace elements of magnesium, sodium, calcium, zinc, manganese, and
copper, at a rate of 0.3%. Magnesium (Mg) plays an important role in transporting
phosphate in plants, and therefore the phosphate content in plants can be increased by
adding magnesium through eggshells, and this in turn is reflected in increasing the number

e ) hHigsrizabfkdadrmaiindf Raste on the number of pods/bean plant

ground egg shells soaked rice water Refined
14.00 12.00 8.00 1
13.00 9.00 5.00 2
14.00 10.00 7.00 3
13.66 a 10.33b 6.66 Average
1.51 L.S.D.%
6.5 CV%

6:The effect of household waste on the weight of pods/plant

Table (6) shows that there was a significant increase in the weight of the pods between
the studied treatments (water, soaked rice, ground eggshells), where the averages
reached (257.46, 167.83, 85.44) g/plant, respectively, where the ground eggshells
achieved significant superiority over the treatments. studied and gave the highest value
(257.46) g/plant, followed by soaked rice and then water, which gave the lowest value
(85.44) g/plant. The reason may be because eggshells contain up to 0.3% phosphorus
and trace elements (magnesium, sodium, potassium, zinc, manganese, copper) contain
0.3%. Phosphorus plays a role in energy transfer in plant cells, such as ADP and ATP.
Phosphorus (P) for plants is beneficial in stimulating root growth. In addition,
phosphorus acts as a raw material for photosynthesis and respiration. It accelerates
flowering, the appearance of fruits, and increases their weight (Arora and Maini, 2011).

Table (6): shows the effect of household waste on the weight of pods/bean plants

ground egg shells soaked rice water Refined
272.46 191.66 102.83 1
247.53 143.83 64.83 2
252.46 168.00 88.66 3
257.46 a 167.83 b 85.44 ¢ Average
15.38 L.S.D5%
4.0 CV%
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7: The effect of household waste on the weight of seeds/plant (g)

Table (7) shows that there was a significant increase in seed weight among the studied
treatments (water, soaked rice, ground eggshells), where the averages reached (214.61,
133.58, 63.04) g/plant, respectively, where ground eggshells achieved significant superiority
over the treatments. studied and gave the highest value (214.61) g/plant, followed by
soaked rice and then water, which gave the lowest value (63.04) g/plant. The reason may be
because eggshells contain up to 0.3% phosphorus, as phosphorus plays a role in energy
transfer in plant cells, such as ADP and ATP. In addition, phosphorus acts as a building
block for nucleic acids (DNA and RNA), lipids and proteins (John and Paul,2006).

Table (7): shows the effect of household waste on the weight of seeds/bean plants (g)

ground egg shells soaked rice Refined
228.00 151.90 wate | 1
206.57 114.90 r 2
209.26 133.96 76.43 \ 3
214.61 a 133.58 b 63.04 ¢ Average
11.28 48.50 . LS.D5%
3.6 CV%
64.19

8: The effect of household waste on the weight of seeds/plant (g)

Table (8) shows that there was a significant increase in productivity among the studied
treatments (water, soaked rice, ground eggshells), where the averages reached (94.56,
200.38 (321.92 g/plant). Comparing the averages, significant differences were found
between the studied treatments, and the ground eggshells achieved it was significantly
superior to the second treatment and the control and gave the highest value (321.92)
g/plant, followed by rice water, then water. This may be attributed to the fact that
ground eggshell contains up to 0.3% of phosphorus and contains trace elements
(magnesium, sodium, potassium, zinc, manganese, and copper) at a rate of 0.3. %.
Phosphorus acts as a raw material that helps photosynthesis and respiration.
Accelerates flowering and the appearance of fruits. Moreover, calcium has an important
role in maintaining the quality of the fruit, maintaining the integrity of the cells, and the
growth of the fruits and increasing their weight )Kumae et al., 2022).

Table (8): shows the effect of household waste on productivity per hectare, kg/ha

ground egg shells  soaked rice water Refined
342.00 227.85 114.65 1
309.86 172.35 72.75 2
313.89 200.94 96.29 3
32192 a 200.38b 94.56 c Average
16.85 L.S.D5%
3.6 CV%
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Conclusions:

*The treatment is superior to the rice soak in terms of the number of leaves, the number of bran
and the length of the plant

*Eggshell ground treatments were superior in terms of number of pods, number of flowers, seec

weight, and productivity.
Suggestions:

Use these household wastes because they are natural, inexpensive, economical, and do not stres
soil. They help improve the properties of the soil and are not harmful to the environment
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Assessment of Airport Pavement Sustainability Using an
Integrated Fuzzy ANP-TOPSIS Decision Model

Badr T. Alsulami
Civil Engineering Department, College of Engineering and Architecture, Umm Al-Qura
University, Makkah, Saudi Arabia

Abstract: Sustainable design is the future of heavy construction projects such as airports.
However, these structures usually require constant maintenance, which can become a
major financial burden. The maintenance and rehabilitation of pavement, especially at
airports, is a costly process which includes labour, equipment, and material expenses. By
transitioning to a system that uses more sustainable designs and building materials, it is
possible to build better structures that will not suffer serious damage. This research aims
at building a new assessment framework for sustainable air-port pavements to be later
applied to the case study of Taif airport in Saudi Arabia. To assess the proposed
international airport in terms of sustainability, four sustainable alternatives (A1, A2, A3,
and A4) are proposed, along with nine criteria. These alternatives are studied and the
TOPSIS method is used to select the best alternative. Additionally, weights are calculated
using the Fuzzy Analytic Network Process (FANP). According to achieved results, the best
alternative is A4 (pavement made with recycled materials). This eco-friendly solution is
recommended to the local Saudi authority as the optimal material to be used in the
construction of the new Taif airport by including sustainability factors into the design
process, allowing for informed judgements. Enhances airport pavement design processes
and decrease environmental impacts connected with airport operations in a variety of
contexts and locations. However, it can be concluded that the key findings of this study
could provide a robust framework for optimizing sustainability in airport pavement
management, enhancing decision-making efficiency and promoting long-term
environmental, economic, and operational benefits.

Keywords: Airport, Analysis multi-criteria, Sustainability development
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1. Introduction

The concept of sustainability was first formulated in the Brundtland Report [1], where it was
stated that the goal of sustainability is to “meet the needs of the present generation
without compromising the ability of future generations to meet their own needs” [2]. The
concept of sustainability is considered as a anticipated objective of development and
environmental management [3]. Terminology which either directly cites or is related to
sustainable development is becoming more and more common, with the number of
sustainability-related terms increasing along with the rapid rise in aware-ness of the
importance of sustainability [4]. According to many authors [5, 6], “sustainability” is
coloured by context, that is, whether the notion of sustainability being ad-dressed concerns
ecological sustainability, economic sustainability, social sustainability, or some other form
[7]. The rapid expansion of the global society and economy has had a negative impact on
sustainability, and the aviation industry, which is growing at an average annual rate of 5%,
has contributed significantly to environmental issues while also promoting economic
growth and addressing social employment challenges [8,9]. Airports play a crucial role in
integrating air and ground traffic, and their sustainability is essential to meet the industry's
growing objectives. To enhance airport sustainability, international initiatives have been
implemented, such as the "Airports Sustainability Declaration" signed by over 20 airports in
2016 [10, 11]. However, technological innovation alone cannot address the issues posed by
aviation as air travel continues to increase [12]. Effective management requires a thorough
assessment of sustainability before any action can be taken [13]. The evaluation criteria and
method-ologies used are critical in ensuring and enhancing airport sustainability through
focused initiatives [14, 15]. Although numerous scholars have concentrated on operational
aspects such as energy efficiency, water resource management, pavement materials, and
the expansion of commercial facilities within airports, research specifically dedicated to the
holistic assessment of airport sustainability remains relatively limited [16, 17]. Addressing
this gap necessitates a comprehensive understanding of the interplay between theoretical
frameworks and the practical challenges faced by airports in their current operational
contexts. Such an approach is critical for ensuring effective evaluation and enhancement of
sustainability practices [18, 19]. This study aims to highlight the importance of adopting
environmentally sustainable pavement systems for the international airport located in Taif
City, Saudi Arabia. By employing a combination of an indicator- based methodology and a
comprehensive index, the research provides a dynamic assessment framework for Airport
Pavement Sustainability (APS). The evaluation process explores APS alongside alternative
sustainable solutions to identify strategies that minimize environmental impacts associated
with intensive construction activities and prolonged industrial operations. This aligns with
the broader vision of Saudi Arabian authorities to promote eco-friendly practices, thereby
reducing ecological footprints and mitigating adverse effects on both the environment and
public health.
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To the best of our knowledge from previous literatures, the present study would be of
the first of its kind to assess APS by employing a hybrid method that includes the Fuzzy
Analytic Network Process (FANP) and the TOPSIS method. A variety of mathematical
methodologies has been used in the suggested assessment model. First, fuzzy set theory
(FST) has been utilized to cope with uncertainty in the judgements of decision makers
(DMs). Second, aspects and indicator weights were calculated using the fuzzy analytic
network method (FANP). Finally, the TOPSIS approach has been utilized to compute the
total sustainability index and pick the optimal option. For clarity’s sake, the novelty of this
research lies in the development of a hybrid decision-making framework that uniquely
integrates FANP and TOPSIS to assess airport pavement sustainability. This innovative
combination allows for precise handling of complex interdependencies among
sustainability criteria while addressing uncertainties in decision-making. By applying this
framework to evaluate sustainable pavement alternatives for Taif airport, the study
pioneers an advanced methodology that enhances decision-making efficiency and
promotes eco-friendly solutions in airport construction projects.

2. Literature review

The construction of airport infrastructure is essential to the global transportation network,
facilitating efficient travel and economic growth. Nonetheless, the environmental impact
of airports is undeniable. Pavement systems are crucial for airport sustainability since they
constitute a fundamental aspect of the infrastructure. Therefore, with the right methods
to optimise airport pavement improvements are important. Thus, this literature review
aims to introduce a summary of the state-of-the-art sustainability assessment methods
applied on airports pavement. It is discussed case studies using different methods,
critique and compare these approaches and reflect on trends or innovations made along
the way, whilst identifying opportunities for future research efforts. Sustainability
assessment procedures are structured frameworks or instruments used to assist decision-
makers and policymakers in discerning acceptable and unacceptable acts to enhance
societal sustainability [20]. Numerous sustainability evaluation approaches are used
worldwide to evaluate airport projects, including Green Building Certification Systems
(LEED and BREEAM), Life Cycle evaluation (LCA), and Multi-Criteria Decision Analysis
(MCDA).

Numerous studies have developed various sustainability evaluation methodologies to

evaluate airports
Q]Eﬁééjé% as well as specific approaches for paving projects, each exhibiting differing levels of
For example, Fann and Rakas [21] proposed a structured methodology to evaluate the

environmental
3H§]tﬂjﬁg§'ig%50f airport expansion projects. This framework is designed to be adaptable

multiple criteria for assessing environmental impacts across the entire life cycle of

airport projects,
%?}%B}a@&ﬂ% carbon emissions, resource utilization, and ecological consequences. The

of this research approach is to provide airport administrators and stakeholders with a

structured
grﬁéﬂ?&?éﬁ, for making sustainable decisiogf1 during the initial stages of project planning

Although the framework is theoretically robust, its practical utility remains limited due to
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This analysis relied on secondary data sources, including the Ecoinvent database, to model
construction processes and material production in compliance with ISO 14040 standards.
To address uncertainties in the life-cycle inventory data, a probabilistic LCA tool was
developed using the Monte Carlo simulation method. A case study on Runway 10R-28L at
Chicago O'Hare International Airport revealed that material production processes,
particularly those involving asphalt binder and Portland cement, were the primary
contributors to environmental impacts. In contrast, construction activities contributed less
than 2% of the total TPE and GHG emissions. The findings further demonstrated that
incorporating recycled materials and warm-mix asphalt during the design phase
significantly reduced environmental impacts, achieving a 30% decrease in both total
primary energy use and greenhouse gas emissions compared to traditional designs. This
outcome was verified through probabilistic analysis, highlighting the potential for
sustainable practices in airport pavement construction to mitigate environmental harm.
However, the scope of this study is limited to confine to the construction phase of airport
pavements and does not extend to other critical life-cycle stages, such as maintenance,
rehabilitation, operational use, or end-of-life processes. Consequently, the study
underscores the need for further research to address these omitted phases, providing a
more comprehensive understanding of sustainability in airport infrastructure development.
Besides, it is assessed sustainability measures at Polish airports, including the use of solar
panels and environmentally sustainable technology [23].

This article evaluates the advancement of Polish airports in implementing sustainable

Fll—rgccﬁisf‘lﬁsgl]lﬁgﬁ%ﬁ Polish airports restricts the application of the results to other locations, since va
BHEKRYi 8D sasa sy ebaslateny. fRiBIRITIRG LorRimieden diRe mosTHRIHCH spIaTEALEP objec
integlsdiexamineadvine sustatiadlyil ftiqyedfy rintnaserol leweirgngid bisl ariepsing orira uafial basis

ERmewarkmRased on environmental, social and economic dimensions [24]. Using Data Envelopr
Agglysis (DEA) to derive sustainability attributes (waste, energy, water and carbon) and favoura
outcomes (passenger, revenue and employment), this study sought to perform two things: identif
performing "frontier" airports from among the entire US airport network; and explore differe
between them.

This benchmarking method seeks to establish performance improvement objectives and enhance

transparency in sustainability reporting. Nevertheless, the system depends on continuous, high-c
data to provide dependable benchmarking. However, airports globally vary in their degree of
transparency and data availability, potentially affecting the reliability of the comparative findir
Similarly, it is reported that another study built a physical and operating requirement-based asses
framework to evaluate the environmental sustainability of airports [25]. This paper utilizes text m
methods to evaluate airport sustainable development reports as a preliminary step for recog
priority environmental indicators. The final results generated an airport-specific environmental
database (As a basic study, these metrics should be optimally evaluated by comparing against GB
this last step is beyond the scope of the paper). Using GRI and other green certification database
the report aims to identify shortcomings and align environmental categories within an aviation
sustainability framework.
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Certain airports disseminate environmental data; nonetheless, sustainability reporting is
inconsistent and lacks commitment, especially in developing nations. A green grading
system tailored for airports is introduced, which evaluates energy, water, emissions, and
waste management [16]. The absence of consistent and comprehensive data in airport
sustainability reports undermines the framework's reliability and applicability. This
diversity, particularly in underdeveloped countries, complicates the establishment and
implementation of environmental indicators for various airport operations.

In a recent study, established guidelines for the utilization of recycled materials in airport

pavement

desientegapance sustainability while meeting the stringent performance requirements of
[26]. The study does a comprehensive assessment of various recycled materials, such as
industrial slag,

m%ﬂglﬁsphalt pavement (RAP), and crumb rubber, and examines their applications
concrete, and granular pavement layers [27]. Sustainability is assessed based on a triple
bottom line

fraewerk that consists of financial, environmental and social dimensions using methods

cycle cost analysis and life cycle assessment (LCA). Recycled materials deliver significant
S%VEBﬂWtal' (including reduced GHG emissions and lower vulnerability to supply chain

because of decreased reliance on virgin materials), but their adoption is hampered by
issues such as

m@ﬁ%i%dugwsistency, difficulties in scaling up production and a natural risk aversion
[12]. The research emphasizes the need of performance testing, localized material sourcing,
and

g}%gg{g%tégn,?h%o procurement techniques and performance-based criteria to enhance
primary weakness of this study is its dependence on a qualitative review of prior

research instead of
ng%rjsriwrggempirical validation or case studies to clearly evaluate the proposed principles

recycled materials into airport pavements. In summary, assessing sustainability in airport

gaw%?é é’ﬁﬁtﬁ ﬁ%gpe environmental,

conom|c 0 Jectlves esired for long-term success. The present sustalnab|llty

i g%qer:égﬁ%%%za@z%g;é@gﬁf ARSI T e
partinertefiradings. This step aims to identify existing gaps in the body of knowledge that

Efgégf?}g% sirmr(hmmt gatave. Addiriboady, inekjdntifyitipe me@mrynchﬁfazzgrlsgnsam
m nu% cturing,

s AN et i R s

jhstifiatiobeof selection these Sls was based on their comprehensive representation of key
adstapsdulity dimensions in airport pavement systems. Economic factors ensure cost-

Eﬁﬁﬁgévl%ﬂﬁésaﬂ%umaaawei%aﬁa@%worwaﬂﬁ.ﬁggmmr%ﬁeebﬁaaéarséﬁo%eﬁﬁ@fﬁ&%a@@e
urability
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Environmental indicators minimize ecological impacts, such as emissions and resource use,
and social criteria consider safety, community acceptance, and job creation. These
indicators collectively ensure a balanced and holistic evaluation of sustainability, tailored to
the unique demands of airport pavement projects.

Following this preliminary stage, the methodology incorporates a structured

questionnaire survey to
FSF‘BE;?M prioritize the key Sls. The process of identifying sustainability benchmarks

pavements involves a comprehensive evaluation of critical environmental, social, and
economic

dipensips. This systematic approach ensures that the selected indicators effectively
multifaceted nature of sustainability in airport infrastructure, providing a robust

foundation for the
ﬁvgﬁmlsﬁn%ﬁ%s of the research. Reviewing pertinent research and speaking with

figldinelrrmh FREKEDIRGHHRSIHHE YY RIS tHUSdSSHUEAFSHSE R AAN4CETA Ny Isv¥e MATR
experts to

H@ ﬁ{ﬁ%’ hgsea S_I‘s.using_fuzzy Iogic methodology. !n this stage, membership
f %Yaaztb‘i&a%?o‘?a(gﬂaﬁ’ngPBngé'%é (AL v hahaHecRter IRt S FRERBING ARcREdRAANCE

egluaell ,rim)portant, fairly important, and highly important), the ANP technique compares
values'i

tuiteyimalues, which have uncertain or im-precise values.
BRIWisgy dhen, TOPSIS methodology has been used to calculate the distance between each

(e.g., various airport pavement materials or de-signs) and the ideal solution (i.e., the best
alternative)

hasgd QR sustainability criteria. Based on sustainability criteria, the options that are closest
solution, deeming the most sustainable. A real-world case study was employed to
demonstrate the validity of the developed model. The fifth

8@9%‘?1 Washadlge incorporated the fuzzy TOPSIS technique into actual airport pavement

This could be done in conjunction with stakeholders and industry experts to guarantee the
E@gﬁlﬁ%{%q@%éapplicability and practicality. This stage is also entailed at putting the
test using case studies at certain airports to assess how well it works to improve the

sustainability of
airport pavement while maintaining functioning and safety.

This study presents findings from a case analysis conducted to assess the effectiveness

of a newly

Bﬁé{ﬂ&@?*ﬁhéuzzy hybrid methodology for sustainability evaluations in infrastructure
proposed assessment framework integrates multiple mathematical techniques to ensure
comprehensive

a%q-fggable evaluations. The research fragiework begins by employing fuzzy set theory
address and reduce uncertainties associated with the subjective assessments provided
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Fig. 1. The proposed Fuzzy-ANP-TOPSIS methodology for sustainable airport pavement
performance

4. Materials and Methods

4.1. Fuzzy linguistic variables
As Zadeh [28] defines, a linguistic variable represents expressions in the form of word
sentences, derived from either natural or artificial languages, rather than numerical ve

This concept proves particularly advantageous for describing complex phenomena that
easily captured through conventional quantitative methods [29].
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Consequently, linguistic variables are invaluable in contexts that require qualitative
descriptors to convey information effectively [20, 31].

Within the realm of performance evaluation, the application of linguistic variables

provides
Eﬁﬁﬂ%ﬁf@?ﬁfsm\?’ith a flexible and intuitive mechanism to express their
instance, when assigning ratings to performance criteria, decision-makers can
employ
lipgistic scales tailored to the specific assessment context. A commonly utilized

consists of five fundamental fuzzy subsets: Very Low (VL), Low (L), Moderate (M),
ﬁ.z.hArithmeticaI operations based on support values
18
s egy High (VH). This approach enhances clarity and adaptability in
be-grathgraatical foundation of arithmetic operations involving fuzzy numbers

lies in the
&ggy88&£ﬁi_nciple, which extends traditional arithmetic to accommodate the

This principle operates by executing pointwise calculations on the discrete

elements of fuzzy
FGQN &HBLQE_rs, ultimately deriving the membership functions of the resulting

Within the proposed framework, these arithmetic operations are implemented
using the

§H%chf{{for\4\%?85 method, chosen for its computational efficiency and
implementation. This approach ensures that the assessment model remains user-
friendly and

ASRERsiER e 7T actical gpplicatanp -+t bhis, fhamneiGrk, e drithmetia Gperagipna 3 +
Suppaatianudstwretidsto process two triangular fuzzy numbers (TFNs) as inputs,
regu'ﬁﬁqgi'ﬁ-B:(al,aZ,a3)- (b1,b2,b3)=(al-b1,a2-b232a3-b
m%ﬁwm\m Okgsut TFNs. The detailed procedure for performing these
matenaticalyzexrested: thraugh Bquatibny brob3ilustrating e gpplicathiqn)od 3 x
BidsieaRbgvo TEN:

inAeiBR Y (st I YRl aproasiLenRanees beig the precipn

of the proposed model in handling fd2z{*d4ta. Addition of two TFN's:
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Average of two TFNs:

Aaverag%e = ")Z;lqnz,(ﬂ_(ﬁ%iln?z(b_l.)a2) (5)
Where a, b and c are real numbers.

An algorithm using fuzzy numbers is called fuzzy logic. Fuzzy numbers were examined
light of this [24]. Initially, a number of academics [31-33] noted that in order to make fu
numbers more useful in real-world applications, their properties are typically stated

mathematically. The triangular fuzzy number A(a1, a2, a3), for instance, is represented b
following equation and is shown in Figure 2.

x—al
7-a1 a1s x £ ¢4
0 otherwise

palx)

e | az ay

Fig. 2. Fuzzy triangular number

In the meantime, a large body of research [27] indicated that the crisp value is the most

value for triangular fuzzy numbers. The following equation provides the triangular fu
numbers' crisp value:

Aa=[(a2-al)a-(a3-a2)a+a3] (7)
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4.3. Defuzzification Expert opinion in fuzzy set theory is usually expressed as a

linguistic variable value. It is

numericall¥ transformed so that it may be used for rating, weighing, or grading
purposes. The

process is known as defuzzification. Most people prefer to use the centroid

approach, which

is also called the centre of gravity method, since it is quick, easy, and accurate.
Because of

these features, the centroid method is used for defuzzification in the proposed

model [32] by ( () xd
applying foIIowingqﬁjgﬁm;X ' (8)

Where, e = defuzzification (crisp value) of TFN (x1, X2, x3)

4.4, Fuzzy Analytic Network Process (FANP)

The analytic hierarchy process (AHP), which was introduced by Saaty (1980) several dece

ago, deals with principles of synthesis, pairwise comparisons, decomposition, and pric
vector generation. Since its introduction, AHP has been the general default approact
handling feedback and dependence around decision-making strategies [31-33]. The pri
benefit of AHP has been its ability to deal with multiple criteria, whether quantitative
qualitative [32, 34].

Saaty and Takizawa [35] introduced an extension of AHP called ANP, which is a system tl

includes feedback. While this study is mainly focused on developing a hybrid decision-m
framework that distinctively combines FANP and TOPSIS methodologies to evaluate t
sustainability of airport pavements. In general terms, ANP is useful in instances involv
interactions of system elements within a network structure. Furthermore, unlike AHP, /
does not have a rigid hierarchical structure, which means it can model and frame a dec
problem by employing a “system with feedback” strategy. Specifically, ANP is able to cap
feedback in addition to interdependent relationships at the component level. Numerou:s
researchers [34, 35] have highlighted various advantages of employing the Analytic Netv
Process (ANP) over the Analytic Hierarchy Process (AHP). Unlike the linear structure o
AHP, ANP utilizes a more flexible and non-linear network structure, allowing for a broac
and more nuanced analysis. It facilitates the integration of both tangible and intangible
within the decision-making process, offering a realistic perspective on complex proble
through the formation of clusters. Moreover, ANP accommodates intricate and interdep
relationships among elements [36-38]. Despite these strengths, ANP is not without limit.
one notable drawback is its inability to adequately address the inherent subjectivity in p
comparisons. The computation process for the Fuzzy Analytic Network Process (FANF
based on Chang's [39] extent analysis method, involves four systematic steps, detaile
follows.
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Consider an object let X={x1, x2,..., xn}, G = {g1, g2,..., gm}. In this method, each
object is evaluated by conducting an extent analysis for every goal, gig_igi.
Consequently, mmm extent analysis values are generated for each object,
represented with specific notations.

ng-i,Mgi,g_i,,,iMl,2,....,}’1 (9)

wipet@all. M values are represented as triangular fuzzy numbers (TFNs).
The steps involved in Chang's extent analysis method (1992, 1996) can be outlined as fol

Step 1: The fuzzy synthetic extent value corresponding to the i-th object is defined as:

. -1
S=rmM I I nimj=1Mgil (10)

To obtain Y1 Mgi, make the fuzzy addition operation on m extent analysis values for a

specific matrix, ensuring accuracy and consistency, such that

2M£i=(zl,j2mj,iuj)(11)
j=1 j=1 j=1 j=1
: S -1 ,
To obtain [¥r= ¥y Mg i ], perform the fuzzy addition operatidﬂég,fj = 1,2,...
values, such that
Z?: m:j_M;i:(ZT= 1, Zﬁ:lijiiuj) (12)

Then compute the inverse of the vector in Equation (12), such that

S 15 23 M = (ot ) (13)

j=Tali 35=11)

Step 2: The possibility degreeWit = (2, m2,2) >M1 = (I1, m1, u1) is defined as:

VM2 2 M1) = syplmjhxi] (14)
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and can be consistently stated as:

1, if m2z2m
vigzm)=hgrm M)={" if 1 2 (15)

ll—_uz t erWise
(m2 —u2 )-(m1 -71 f

Where d represents the ordinate of the highest intersection point D between p(M1 ) and
To compare M1 and M2, it needs the values of both V (M2 > M1) and V (M1 > M2)

Step 3: The degree of possibility for a convex fuzzy number M to be greater than k con
fuzzy numbers Mi (i = 1, 2... k) can be well-defined by:
V(MOMM,,,M)zV[(M 0 M) and (MOM) and... (M 0 m)] (16)
=min V(M I M), i=1, 2,....k
Assume that

d'"(Ai)=minV(Si=2Sk) 17)
Fork=1, 2, ..., n; k#i. The weight vector is then given by:

Wi=(d'"fA),d"'(A), ... ,d'(A))T (18)
where Ai (i =1, 2, ..., n) are n elements.
Step 4: Via normalization, the normalized weight vectors are:

W=(d(A),d2A ), d(ARK)) (19)
where Wis a nonfuzzy number.

4.5. TOPSIS method

The method for formulating importance weights in evaluation criteria by applying the fi
ANP approach was given in preceding sections. In this section, TOPSIS is used for rankil
alternatives. It should be noted that, when using criteria restricted by amount, every st
the fuzzy ANP for ranking alternatives would have to be followed. In the present work
order to hold the pairwise comparisons from DMs below a certain amount, only fuzzy A
has been applied for calculating relative weights in the evaluation criteria. TOPSIS is tF
used to obtain final ranking results. More details for these methods can be acquired by

applying the following equations. TOPSIS comprises the following six sequential steps:
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Step 1: The normalized decision matrix is computed by calculating the normalized valu
using the following formula:=

xi\J/Zri}HQij, i=1,2,..,m and j=1,2, (20)

Step 2: Determine the weighted normalized decision matrix, where the weighted norme
value vij is calculated as:

vij=rxjw, , i=1,2

,m and j=1,2,..,n 2n
where w is the weight of the th criterion or attributejand . = 1
Step 3: Find the ideal ¢-) and negative ideatsolutions
Ax = {(mhjxvC) (mlnvll] Clijsdnx2 ,n} (22)
A- = {<mhmvcﬂ <mﬂmy Cc)¥={vjlj=1,2,
Step 4:

1} (23)
Calculate the separatlon measures using the m-dimensional Euclidean distance

separation measures for each alternative from both the positive ideal solution and the r
ideal solution are as follows:

Sx=Viel(vijf?

Sl,—

vj),i=1,2,

(24)
=Vyel(vij2vj),i=1,2,

, M

Step 5: Determine the relative closeness to the ideal solution. The relative closeness of
alternative Ai to A* is defined as:

RCw= i i=1,2,
! Si+Si

(26)
Step 6: Rank the preference order.

4.6. Normalize quantitative indicators

To utilize the values of sustainability indicators, the quantitative indicators need to be

normalized. The normalization is computed via the below equations [40]
when indicator is larger:

[xij-min{xij}]

}"l] [max{xtj}-mtn{xlj}] (27)
when indicator is smaller:

o Imingg}-xij]
rej =

[max{xijt-min{xij}] (28)
where rj = normalized value of indicator
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4.7. Sustainability Assessment

In formulating alternatives, DMs (or assessors) should first and foremost com-prehent
main objectives of a project, while at the same time being cognizant of any expressed n
underlying the project's proposal. Having a solid understanding of the project’s objective
needs to ensure the compliance of any proposed alternatives with the project overall. F
case study, we present four alternatives, as shown in Table 1.

Table 1: Proposed project alternatives.
ative ption atures

ent with natural mnag natural materials in sub-base layer, the pav
ruction Strategy 1) esigned to have 20 years life.
ent with natural mnag natural materials in sub-base layer, the pav
ruction Strategy 2) esigned to have 10 years life.
ent with recycled mnag recycled materials in sub-base layer, the pav
ruction Strategy 1) s designed to have 20 years life.
ent with recycled mnag recycled materials in sub-base layer, the pav
ruction Strategy 2) esigned to have 10 years life.

In the proposed model integrating FANP and TOPSIS is designed to address complicatec
decision-making scenarios characterized by interdependencies across sustainability indi
and alternatives, while also facilitating the effective ranking of alternatives.

this sustainable model for selecting the optimal concrete is composed of three levels (1,
3). In level 1, the problem is defined, and the alternatives (Ai) and Indicators (Ci) are
identified. In level 2, the pairwise matrix is established, and weights are calculated. In le\
the alternatives are evaluated and the best one selected. In the pro-posed assessment
there are eight steps that lead to calculating the overall sustainability performance
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Sustainable airport pavement performance

Economic Technical Envirenmental Social
/\‘ \_
C1 2 c3 C4 5 6 C7 C8 9
Al A2 A3 Ad

Fig. 3. The research's network structure and hierarchy.

5. Results & Discussions

Various methodologies have been developed for conducting sustainability assessments.
From a decision-making standpoint, the indicator-based approach emerges as particularly
advantageous due to its inherent transparency, temporal consistency, and practical
applicability. This study aims to identify sustainability indicators (Sls) commonly employed
within the industry by compiling a comprehensive list derived from an extensive review of
existing literature, including academic publications and practitioner-oriented journals. The
identified Sls are categorized into four primary dimensions of sustainability, each
corresponding to specific indicators: (1) economic, (2) technical, (3) environmental, and (4)
social. A detailed representation of these indicators is provided in Table 2.

Table 2. Sustainability Indicators used in the case study.

Aspect Indicator Measurement unit
Capital cost (C1) Monetary  unit  (SAR)
Economic Benefits (C2) Qualitatively Qualitatively
Affordability (C3) Young's Modulus
Performance (C4) (Kgflcm2) Qualitatively
Technical  Lexibility (C5) Qualitatively
Ecological Impacts (C7) Qualitatively
GHG (C6) T CO2eq

Environmental

Community Engagement (C9) Qualitatively

Social I
oca Safety and Security (C8) Qualitatively
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The main aim of quantifying sustainability indicators (SI) rates for each alternative is
quantifying any of the indicators that were selected during the assessment. Note that the
guantitative and qualitative indicators must be subjected to different forms of calculations.
For quantitative indicators, traditional engineering calculations can be applied, whereas for
qualitative indicators, the fuzzy set approach is used for numerically quantifying indicator
rates. The DMs utilize classic membership functions (MFs) for linguistic variables suggested
in the assessment model. The fuzzy linguistic variables scale proposed in the assessment
model are reported on Table 3.

Table 3. Linguistic scale for rating of project alternatives.

Linguistic set Fuzzy number
Very well (VW) (0.75,1.0,1.0)
Well (W) (0.5,0.75,1.0)
Moderate (M) (0.25,0.5,0.75)
Poor (P) (0,0.25,0.5)
Very poor (VP) (0,0,0.25)

Numerical rates for the qualitative indicators of each alternative are reported in Table 4.

Table 4. Quantitative values for the qualitative indicators of each alternative.

Al A2 A3 A4

Affordability (C3) 02504 0.6 0.8
Flexibility (C5) 0.28 0.63 0.28 0.63
Ecological impacts (C7) 0.0 02 05 0.7
Personal safety/security (C8) 04 05 0.7 08
Community engagement (C9) 0.250.250.5 0.5

In order to employ the sustainability indicator values, the quantitative indicators need to be norm

The normalization is calculated using the methods of Bardossy & Duckstein [40]. The quantita
indicators have been normalized accordingly. Table 5 presents the values of the sustainability indi
for each alternative.

57



The Islamic University Journal of Applied Sciences (JESC), Issue Il, Volume VI, December 2024

Table 5. Normalized indicators values.

Indicator Alternative

s Al 0.0 A2 A3 A4
Total Capital cost C1 0.25 0.2 0.47 054 1.0
Affordability 3 1.0 0.28 04 06 038
Benefits c2 0.0 0.0 04 07 1.0
Performance C4 02504 1.0 0.0 0.0
Flexibility c5 0.63 0.28 0.63
GHG cé 0.89 0.11 1.0
Ecological Impacts c7 02 05 0.7
Community engagement C9 025 05 0.5
Safety and Security c8 05 0.7 08

Also, fuzzy pair-wise comparison matrices are formed by the DMs using the scale given in
Table 2. For instance, a comparison is made between the economic aspect (EA) and the
technical aspect (TA) through the inquiry, “How significant is (EA) in relation to (TA)?" with
the answer being “JE, MI", as given by the two DMs. The linguistic scales are laced in the
relevant cell against the TFNs (1, 1, 1) and (1, 3/2, 2), which are then aggregated. All fuzzy
assessment matrices are generated using a consistent methodology. The subsequent step
involves analyzing the pairwise comparison matrices through the application of Chang's
[39] extent analysis method. This process is employed to determine the local weights (LW)
for the four key sustainability aspects. The calculation of these weights follows the same
methodology used for deriving the local weights of individual indicators. Furthermore,
advancing environmental sustainability within global aviation infrastructure can be
significantly supported by incorporating recycled materials into construction and
maintenance practices. As airport pavements can be considered a source of air pollution
due to their production of greenhouse gases, odors, volatile organic compounds and dusts,
airport DMs are interested in selecting the preferred pavement design and rehabilitation
strategy that takes economic, environmental, and societal constraints into consideration,
along with performance requirements. However, most of the activities belonging to airport
transportation must take into account a large number of alternatives, which some-times
hinders their management as a whole. Many mathematical methods and models have been
used over the years to help authorities and communities model complex problems such as
these. Of these, several can be used to evaluate the proposed solutions and alternatives.

58



The Islamic University Journal of Applied Sciences (JESC), Issue Il, Volume VI, December 2024

The TOPSIS is a widely employed method for optimizing complex multi-criteria decision-
making (MCDM) systems [40]. This approach is based on the concept that the best
alternative should have the smallest distance from the positive ideal solution and the
greatest distance from the negative ideal solution. In this analysis, the TOPSIS method is
applied to determine the most optimal alternative from a set of choices. The process
begins with determining the weights of the criteria, which are then used to scale the
indicator values by multiplying them with their respective weights. This step ensures
that each criterion is proportionally represented in the decision-making process. The
alternatives (denoted as A1, A2, A3, and A4) are evaluated against multiple criteria
functions (C1, C2, C3, C4, C5, C6, C7, C8, C9). The ranking of alternatives is then derived
by assessing their relative proximity to the ideal solution, as depicted in Table 6 and
Figure 4. Both the positive ideal solution and the negative ideal solution are defined
within the analysis.

The negative ideal solution is calculated using the same methodology applied to the

positive ideal,

ﬂ@éﬂff@gsﬁlﬁﬂeﬂémnt framework. The distances of each alternative from the ideal and
are computed using the specified mathematical formulations (Equations 11 and 12). These
caltungtibhg @iyt j ¢), (minvijet=cvili=1,2,...,n} (29)
fa%ﬁ%ig@m%ﬁ%ﬂa“@ ygnqu;,gagfv pleefnagivesy providingnd robust mechanlsr’& 'g’or

sustainable option. This systematlc approach ensures a robust comparison and ranking of

alternatives. .
Best alternative by TOPSIS method
0.70
= g
ES 0.60
3
= 0.50
E
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Fig. 4. TOPSIS method as tool to select the best alternatives.
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Table 6. Relative closeness values.

Alternative Al A2 A3 A4

E+ 0.51 0.27 0.45 0.28
E- 0.25 0.43 0.20 0.51
E-/(E- + E+) 0.33 0.61 0.31 0.65

The application of advanced decision-making frameworks has shown considerable potential in

addressing the multifaceted challenges of sustainability within pavement and infrastructure
management. It is demonstrated the practicality of combining fuzzy AHP with the VIKOR method
prioritize pavement maintenance, effectively balancing technical, economic, and operational fa
[41]. Similarly, it is extended the decision-making paradigm by integrating IMF D-SWARA and Roug
MARCOS to optimize the selection of road construction machinery, emphasizing sustainability «
efficiency in resource-intensive operations [42]. While these models excel in structured decision
support, their scalability across diverse contexts remains a critical challenge. In urban transportat
is showcased the utility of multi-criteria decision-making to identify and address inefficiencies,
presenting a replicable framework for sustainability assessments in metropolitan areas [43].

Adding to this, it is leveraged the TOPSIS method to compare road sustainability rating systel

offering insights into their adaptability in localized contexts such as Hungary, yet raising questi
about their global applicability [44]. Also, it is provided a systematic review of decision-making
techniques like ANP and TOPSIS in sustainable infrastructure, underscoring their versatility while :
highlighting the need for further empirical validation in real-world scenarios [45]. It is also utilized
TOPSIS method to evaluate aggregates for road construction, providing a structured framewor
selecting materials that balance performance, cost, and sustainability. This highlights the role of n
criteria decision-making in enhancing infrastructure durability [46]. Similarly, it is employed Gl
integrated Spatial Multi-Criteria Analysis (MCA) to optimize airport and control tower site selectic
demonstrating how geospatial data and analytical tools can address complex spatial planning cha
[47]. Together, these studies had revealed the promise, limitations and the transformative poten
combining systematic analysis with technological tools of integrating multi-criteria decision-mak
approaches in engineering and urban planning, emphasizing the importance of contextual adag
and expanded validation to enhance their practical relevance and generalizability.

6. Conclusions and recommendations

In Saudi Arabia, the government and private sector are currently taking steps to reduce their cli
change impact, with a major part of their strategies focusing on the concept of sustainability. Ac
to the Saudi Vision 2030 plan, there is a concerted effort within both government and the privat
to reduce overall environmental impacts caused by industrialization. In the present paper, we

investigated a range of suitable solutions for building the new airport at Taif, Saudi Arabia. Usin
different methods, we tested various sustainable solutions/alternatives, looking for the one tha
best reduce the environmental impact caused by heavy construction and long-term industrial u
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Mathematical tools were applied to select the best alter-native. Using the selected
model, our tests revealed that alternative (A4) was the most environmentally
sustainable, followed closely by alternatives (A2) and (A3), ranked second and third,
respectively. The results indicate that the alternatives fully or partially aligned with
construction strategy 2 are ranked highest. This ranking is based on the most significant
indicators, as determined by the FANP results, which received the highest ratings
reflected in the overall sustainability index. Performance (C4), recognized as the second
most influential indicator based on its global weight analysis, demonstrated the highest
evaluation scores when compared across all alternatives. Notably, alternatives
categorized under construction strategy 1 were ranked lower in performance compared

otrhe%sveera,st%%cf(aetyeﬁnvéll%%g ?Q\%gllecal?ﬁa%ttrﬁé%ﬁ}/rgiranked alternative (A3), which incorporates rec

materials, exhibits a greater overall sustainability compared to alternatives relying exclusively on
natural materials. This outcome underscores the potential benefits of integrating recycled materi
construction practices to enhance sustainability. According to the results obtained, the pavement
with recycled mate-rials will be proposed as a sustainable solution. This eco-friendly solution she
be tested under real conditions in Saudi Arabia. By using this method, airport pavements may be
more sustainable by using less materials, using less energy, and leaving a smaller carbon imp
Potential avenues for further study might involve conducting field testing and real-world applica
to better validate the fuzzy logic model. Furthermore, investigating the incorporation of additiona
friendly technology like smart sensors, renewable energy sources, and recycled materials might
improve the efficiency and sustainability of airport pavements. Fuzzy logic models combined v
artificial intelligence would be applied to make more effective decision maker. It is also a signific.
to apply various optimizations techniques like Particle swarm, Whale, Penguin emperor or Jaya «
combined with Artificial intelligence would produce more than one solution with optimal value
each case as a reference for engineers and manufacturers.

Further, emerging technologies, such as smart pavements and artificial intelligence (Al), offer

promising avenues to enhance sustainability assessments in the context of airport pavement

management. Smart pavements, equipped with embedded sensors and data-gathering capabilit
provide real-time information on structural performance, traffic loads, and environmental condi
allowing for dynamic and precise evaluations. By leveraging these technologies, sustainability me
can be updated continuously, fostering a proactive approach to maintenance and resource allo
Similarly, Al can be integrated into decision models like the Fuzzy ANP-TOPSIS framework to enab
predictive analytics, optimize resource usage, and simulate the environmental impacts of various
scenarios. Al-powered algorithms can analyze large datasets from smart pavements, offering ins
that refine sustainability metrics and provide actionable recommendations. Future studies incorp
these technologies could advance the field by offering comprehensive, data-driven solutions, ultir
contributing to the development of more resilient and environmentally sustainable airport paven
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correction function in the RANS model in predicting highly
swirling flows
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Abstract: The implementation of rotation and curvature correction functions in Reynolds-
Averaged Navier-Stokes (RANS) models has significantly enhanced the accuracy of
turbulence predictions in complex flows, which contains strong curvature or system
rotation. The conventional turbulence models, i.e. k¢, k-, Spalart-Allmaras and k-w SST,
have limitations in accurately capturing the flow phenomena influenced by system
rotation and streamline curvature. To overcome these deficiencies, various modifications
have been proposed, including the Spalart-Shur and Smirnov- Menter corrections, which
have been applied to eddy-viscosity models (EVMs). This review paper provides a
comprehensive overview of the development, implementation, and performance of
rotation/curvature corrections in RANS models, with a focus on their application to
swirling flow such as cyclone separators and curved channels. By comparing results of
the modified EVMs and conventional models against experimental and direct numerical
simulation (DNS) data, this study highlights the impact of these corrections on improving
the model accuracy while maintaining convenient computational cost. The results
showed that modified provide a practical balance between numerical accuracy and
computational cost, particularly in industrial applications that involve highly swirling flow
or strong curvatures.

Keywords: turbulence model, swirling flow, rotation and curvature, eddy viscosity models.

66



The Islamic University Journal of Applied Sciences (JESC), Issue Il, Volume VI, December 2024

67



The Islamic University Journal of Applied Sciences (JESC), Issue Il, Volume VI, December 2024

) 9.0) ,JQ clisodA| Hlygll ) dly 385 Jg> de>lyo
b ploall By bl i)l LSRANS

dhwgioll uuSg.x.‘.u-).a_QlJ-)_\Jg.aJ) z3led 9 slimidBlg Hlygl usuad dlls 3uais Ls.)i ruasdall )R,
Sl pladl oo ol 99 sl Gle (9125 Lillg Badeall Wladail 9 Wbl B3l Wi
6' dadadl c..)l.)bkuo}!}” 3los k-€ gk-w gSpalart-Allmaras ok-w SST. yalgls blall R
o0 oy wdaline dYaes CI)J.QI @ woguall 0de e Cdail) .dday )Ll clisilg allaidll Ohg 8,
Olousuai wlls Spalart-Shur oSmirnov-Menter. dxolgall d>g3l)l 73lai e Lgdpdai @3 (il
)EVMS(. clisi331 / &yly9a)l Clousuas <lslg 4didg ok Lle dlolidy cml; 8yl 0do de>lyoll d8)
Z3lei 8 RANS. (yo .dpioniall Olgidlly yuole33l Juolgs Jio Lolgall (§831l Lle lgiuas Lo
JODNS( 8 yisleallg duyzidl sl 88 wall il &0 dyagdall C.)Lo.;.”g dasoll EVMS 2l &)1
dplw> dalSs Lle blasdl go 2390l 483 s Gle Wlbusuaill 03a JNit; e cquall duly I

dalSallg cu»sdl mu O Glac Blgi 80y Juasill i bl O ygbl . dei3re

98 lelisul ol dolgall ayaud (5955 Lle ok Sl decliall wlauail (8 dols dylual

68



The Islamic University Journal of Applied Sciences (JESC), Issue Il, Volume VI, December 2024

1. Introduction

Vortex and swirling flows are widespread in a variety of mechanical systems, including dust collec
spray dryers, vortex tubes, and combustion chambers. Furthermore, these flow phenomena are
frequently observed in nature, such as tornadoes, oceanic eddies and dust devils. Consequently, t
numerical simulation of such flows is of critical importance for advancing both industrial applicati
and scientific research to understand and analyze these flow phenomena. Swirling flows, particul
those influenced by system rotation and streamline curvature, presents a significant challenge to
conventional eddy viscosity turbulence (EVMs) models to solve and close the Rynolds Averaged
Navier-Stokes Equations (RANS). The full-Reynolds-stress turbulence models (RSM), detached edd
simulation (DES) and the large eddy simulation explicitly account for rotation and curvature effect
their equations. This is seen as a significant advantage compared to simpler eddy-viscosity model
which doesn't handle these effects as. Despite advances in turbulence-resolving methods like LES
DES, and RSM, the RANS models remain the most widely used in industrial computational fluid
dynamics (CFD). RANS are preferred due to their balance between efficiency and accuracy, even
though Reynolds Stress Models (RSMs) could theoretically be more accurate than simpler Eddy-
Viscosity Models (EVMs), the robustness and the computational cost are in the favor of RANS moa
Conventional Reynolds-Averaged Navier-Stokes (RANS) models, including the widely used k-¢ and
k- models, are incapable in predicting swirling flows accurately, and hence they cannot capture |
effects resulting from strong streamline curvature and rotating systems [1, 2]. The limitations of t
models are due to the implementation of the Boussinesq hypothesis, which deal with the eddy vi:
term appear in the RANS model as an isotropic scalar [3]. To overcome these weaknesses, several
attempts have been proposed over the years, focusing on modifying the production term in the
turbulence model.

The implementation of rotation and curvature corrections in turbulence models has significantly

improved the ability of RANS models to predict swirling flows. The evolution of the RANS model:
from its original formulation to the modified alternatives, reflects the efforts of the RANS model
balance between the model accuracy and the computational efficiency.

This research paper aims to critically review the implementation of rotation and curvature corre

functions within the Reynolds-Averaged Navier-Stokes (RANS) model. It further highlights the
mathematical formulations of these modifications and compare their performance towards sw
flow phenomenon by assessing the effectiveness and accuracy of these corrections in improving
turbulence modeling. It also explores their application to highly swirling flow conditions. The m
objective is to identify potential enhancements and offer practical insights for better numerical
predictions in engineering applications.

2. RANS models modifications to account for rotation/curvature

effects.
2.1 Spalart and Shur modifications SARC (1997)

One of the earliest modifications was proposed by Menter in the formulation of the
Shear Stress Transport (SST) model, which combined the capabilities of the k-w model
near the walls and the k-€ model in the far field [4]. Despite its success, the SST model
still has a limitation in handling the effects of rotation and streamline curvature. In
1997, Spalart and Shur proposed a correction term to sensitize turbulence models to
rotation and curvature effects [5].
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This correction term was applied to the Spalart-Allmaras (SA) model, the results demonstrate
efficacy in flows involving curved channels and rotating systems. The model was tested on a t
facing step, the results demonstrated the superiority to some degree of the modified version
conventional models when compare to experimental data.

They concluded that the proposed rotation function did not reflect a clear and strong relationshi

the curvature of the streamlines. Their proposed rotation function aimed to unify rotation and cu
effects and further testing are necessary to fully understand and validate this modification in cor

flows.
2.2 Hellsten modifications RCSST (1998)

Based on the Spalart-Shur correction, Hellsten [6] introduced modifications to the SST model, all
it to be rotationally invariant and more suitable for flows in rotating systems. This modification w
particularly important for applications involving strong streamline curvature. The empirical funct
developed by Hellsten was calibrated for rotating channel flow with spanwise rotation, and furth
validated on a range of complex aerodynamic flows. They investigated their modification on a ch
flow with spanwise rotation and on a boundary layer over convex-curved surface. The results sh
improvement in predicting the pressure distribution and skin friction when the RCSST is used. It.
showed that for the rotating channel flow the RCSST model gives accurate results for flows with
rotation numbers below 0.1. For the convex-curved, the RCSST model predicts flow behavior mo
accurately than the conventional SST model.

2.3 Smirnov and Menter modifications SSTCC (2009)

In 2009, Smirnov and Menter implemented the Spalart-Shur correction function to the SST mo
resulting in the SST with Curvature Correction (SSTCC) model [7]. Thess modifications improve
ability to predict swirling flows by applying the correction function to the production terms of |
turbulent kinetic energy (k) and specific dissipation rate () equations. The results of their wor
showed that the SSTCC model significantly enhance the accuracy of swirling flow predictions w
maintaining the computational cost compared to more computationally expensive approache:
Large Eddy Simulation (LES) and Reynolds Stress Models (RSMs). The model was tested on hyd
cyclone and centrifugal compressor. The results as shown in figure 3 demonstrate that the sta
model fails in capturing the correct tangent velocity profile, which represent the near wall regi
loss vortex” part of the Rankine vortex profile, while the modified version was in good agreem
the experimental data.

2.4 Arolla and Durbin modifications (2013)

Other researchers have also explored alternative approaches to account for rotation and cur
effects. Arolla and Durbin [9] proposed two approaches namely, the bifurcation approach an:
coefficients approach. The bifurcation approach adjusted to parameterize the eddy viscosity
While the modified coefficients approach parameterizes the model coefficients such that the
rate of turbulent kinetic energy is enhanced. They validated the model on several benchmark
the results were encouraging in capturing the incorporate the effects of rotation and curvatu

2.5 Alahmadi and Nowakowski modifications SSTCCM (2016)

pr opose deaenbyiéles) wabioa difaie NEWak optsdiel to simulate swirling flows in a cyclone
separator. They introduced the Richardson number (Ri) as a simplification to avoid the
use of Lagrangian derivatives, and hence a reduction in the computational cost of the
model. Their findings showed that the SSTCCM model, is superior to teddy- viscosity
models (EVMs) in capturing the swirling motion and vortex breakdown in cyclone flows.
The modified model tested against conventional EVMs and experimental data.
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The results showed that the conventional EVMs failed to capture the flow separation
due to strong curvature. On the contrary, all the modified versions with the rotation
function successfully capture the flow separation and reattachment.

To further examine the ability of the SSTCCM model Alahmadi and Nowakowski performed a
simulation of a flow in cyclone separator. Their findings demonstrated that the only modified

versions are capable of capturing the Rankine vortex profile in accordance with the experimental
measurements.

In addition to that, Alahmadi et al. [11] performed a numerical simulation on 3D sudden
expansion pipe. They examined different numerical schemes. It is found that the linear
upwind scheme (LU) provides the most accurate predictions compared to experimental
measurements. It has been shown that both the axial and the tangential velocity profiles
predictions are in good agreements with experimental measurements. It showed that
Rankine profile of the tangential velocity cannot be captured using EVMs because of the
implementation of the Boussinesq hypothesis, while the SSTCCM model accurately
predicts the Rankine profile of the tangential velocity, and this attributed to the use of the
rotation function.

3. Mathematical Model

The fundamental physics of the fluid flow is governed mathematically by Navier-Stokes
Equation, namely, the continuity equation and the mass conservation equation [13]. For
transient incompressible flow, these equations can be expressed as follows;

.
Sxt 0 (1)
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The Reynolds-Averaged Navier-Stokes (RANS) equations represent the time-averaged formulatior
equations (1) and (2). The averaging formulation was proposed by O. Reynolds [14], these equat
now serve as a fundamental framework for numerous turbulence models. The RANS equation
expressed as follows:

0,0 uluy 077
7 = ="' % 2 S. . ..
Q[a_t+axj Y dx %H”-‘-T”) (3)

where Sijis the time averaged strain rate tensar; ghthe Renolds stress tensor, and they are
given by:

?

Qv
<

? (2)
.x

N

Sij==(

Z \

5
*
xJ



The Islamic University Journal of Applied Sciences (JESC), Issue Il, Volume VI, December 2024

Tij = - é) hu ( 5 )
The commonly models sensitized to rotation/curvature are the Spallart-Allmaras and the Shear ¢
Transport k-e (SST k-w), for turbulence in swirling flows is often the Shear Stress Transport
(SST) model, which combines the advantages of both the k- and k-w models. The governing
equations for the SST model consist of the transport equations for the turbulent kinetic energy (k
the specific dissipation rate (w):

dk dk o] vidk
a_t+qﬁ=Pk—ﬁk*a)+ 3—.;\/+ )G—iﬁ (6)
dw dw Pk d v,. 0w

00 Phkpgyg 9 Yoo
Tf-l-[éﬂjavt 2|-axj[(v-l-aa))axj (7)

Here, Pk represents the production term, vt is the eddy viscosiygamtlok are model constants.

To account for the effects of rotation and curvature, Spalart aﬁ&b&bmmsed a correction function
that modifies the production term in the k equation:

m odi f

P, [=F'P1k'[1+crc"f(Q,S)] (8)

where cre is a calibration constant and f{,S) is a function of the rotation rate (Q) and strain rate

This correction is applied to both the production term and the dissipation rate in the transport eq
for (k) and (w), which leads to accurate predictions for swirling flows [7].

Hellsten [6] further refined this approach by introducing a modification to the specific dissipation
equation, making the model more robust for rotating systems. The Richardson number (Ri) was
introduced as a measure of the rotational effects, leading to a more efficient formulation of the
COhieatiodifradid®] has been particularly successful in applications involving

cyclone separators and other systems with strong curvature or rotational motion [11].

3.1 Spalart-Allmars with rotation and curvature model (SARC)

The standard one equation Spalart-Allmars model without rotation/curvature correction
can be found in [15]. In the standard model, the Reynolds stress tensors are related to the
shear strain rate by employing the Boussinesq hypothesis as in the following formula:

3 - - AIZP AT
_[ljz—g’ﬁlu]=2utSlj:(@—?;?:i-]@V—1) (9)
dxj dxi
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The transport equation of the viscos ter@i& the given by:

32
3(@??%(@75?%)%1@777—%*@“_[ {Cu Qg???)bbfig)']_y"(lo)
% o, 0% dx dy

The implementation of the rotation/curvature effects in the SA model can be achieved by
multiplying the production term (Cb1¢??) appear in equation (10) by the rotation function
grl), which is given

y: 2 7
f&rﬁ??):(Lﬂﬁf:}[l—ctanﬁerTTh]—cr(ﬂ)

The dimensionless variabtesind 7are given by:

F e =0 (12)

?_7_2(4,')]‘5',']‘ DSI+J

=pr (ot GEagSt guaSin) Qm) (13)

wheres; ;, m; D, and the empirical constants e, , ande, 3 are summarized in table 1.

Table 1. Strain tensors, system rotation rate and the empirical constants.

Expression/value

Term
1 dui duj
S —_ — R
‘ 2oat ol
1 du Quj ..
.. (=2 iQm
255 dar 20
€ mn Levi-Cvita symbol
D3 The Lagrangian derivative
Dt
2
D* (%S2+QZ))
52 28SijSij
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Q2 2wijjw
crl 1.
cr?2 0
cr3 2.

U

3.2 Simpler version of Spalart-Allmars rotation and curvattire model (SARCM)

In 2013, Zhang and Yang proposed a simpler version ofthe SARC model by avoiding the
calculation of the Lagrangian derivative term by implementing the Richardson number Ri
defined by Hellsten [16]. The modified model is identical to the SARC model except for the
nondimensional quantity 77, which redefined as follows:

Q Q

20020 14
775(5 1) ( )

3.3 Smirnov- Menter rotation and curvature model (SSTCC)

The SSTCC model is built on the SST k- turbulence model. Smirnov and Menter
implemented Spalart-Shur correction function to the production term in the transport
equations of both the turbulent

kinetic energy (k) and the specific dissipation rate (w). Therefore, the production term (Pk)

appearsin 11
equations (6) and (7) is muléprl)(/) Iéftrhe rotatlon funcaqoln?“rog;trwn wh|c2h is glven by

where frlis given by equation (11) Equations (12) and (13) were used to calculate the
dimensionless quantities r« and 7?

3.3 Alahmadi-Nowakowski rotatlon and curvature model (SSTCCM)

The SSTCCM model is a simpler version of the SSTCC model. Both models built on the SST
k- turbulence model. The limiter function (equation (15)) proposed by Smirnov and
Menter was implemented in the SSTCCM. The dimensionless quantity 7? in equation (14)
was used to avoid the calculation of the complex Lagrangian derivative term, while
equation (12) used to calculate the term r=.

Table 2 listed a summary of various numerical research where the swirling flows were

simulated
using EVMs with rotation and curvature modifications.
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Table 2. List of literatures that implements modified EVMs to numerically predicts swirling flow

phenomenon in different applications.

Literature

Application

Modified
EVMs

Findings

Computatio
al cost

=

Chaderjian et al.

[17]

NACA 0012 airfoil and a
flexible UH-60A rotor

SARC

SARC model improves the

boundary layer profiles for

highly curved flows and
helps reduce the TEV in th
tip vortex cores.

5.6 hr for

210 million
grid points
17.6 hr for

€ 360 million
grid points

Chaderjian [18]

V22 rotor in hover

SARC

the SARC-DES turbulence
model is highly
recommended over the
SARC-RANS turbulence
model for hover simulatio|

computation
al cost is
reduced
significantly
by using the
Nguick-start
procedure

Shur et al. [19]

Duct with U-Turn, 3D curve
channel

o8

SARC

SARC model has
demonstrated superiority|

over a wide range of EVMs time is 20%

in terms of accuracy and
superior over RSM in tern
of computational cost

The CPU

larger than
sthe original
SA model

Huang et al. [20]

Turbulent impinging jet he
transfer

at

SSTCC

In the downstream region

turbulent impinging jet, th
performance of the SSTC(
and original SST is similar

of
e Not
available

Ferreira et al. [21]

biradial turbine with moval
guide-vanes

e

SARC

The SARC model is more
robust and allows the
application of

implicit residual smoothin

which leads to faster
calculation

of the operating curves

Not
g, available

Li et al. [22]

Swirling Supersonic Jets
Generated Through a Nozz
Twisted Lance

SSTCC

The numerical predictions

are validated against
theoretical values, and the
maximum errors of the

Not
available

simulated Mach number 4

nd
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(@]

mass flow rate are 2.989
and 0.33%, respectively.
Conventional EVMs i.e.
standard k-€, RNG k-¢, and
the SST k-w models failed
to capture the vortex
. . ) breakdown phenomenon.
Alahmadi et al. [11]]  Sudden expansion pipe| SSTCCM The SSTCCM showed better 23 hours
performance and predicted
the location of the central
recirculation zone in the
swirling flow
The SSTCCM was
implemented to numerically
Pressure distribution on new calculate the pressure Not
Khaleed et al. [23] designed propeller SSTCCM distribution on the propeller available
for the upstream region.
Wide ranca of RANS
Widerange-of RANS
models were implemented to
investigate the aerodynantic
Numerical simulations of pe.rf?r.rlnalr:wcer?f glffenlant Not
Viken et al. [24] | airfoild and flap for DEP X 57  SARC airtons. +or Nigh ang'e O
airplane attack, only the SARC and | available
the SST models captures the
recirculation region behind
the upper surface of the flap.
The
modified
SST
The SSTCC model predict| turbulence
the flow shape, the model
Swirling Submerged Flow magnitude of the attenuatigpredicts thg
Rogovyi et al [25] SSTCC of rotation, and the velocity ~main
Through a Confuser values in different sections characteristi
in were in a good agreemeRtof the swir
with the stereot—PIV flow using
measurements. medium-
power
computers,
The original SST model
failed to capture the
Centrifugal impeller in unsteady feature of the Not
A swirling flow, while the '
Zhang etal. [26] the rotating frame of SSTCC SSTCCgshowed better available
reference performance by predicting
the flow in the centrifuga
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pump impeller, the unsteddy
stall and turbulence
fluctuation.

The RSM and modified
models showed better

f h d
60 degree circularly bent  SSTCC & pervﬁaznsr&lc; ¥vheegvc,\c/>|;npare Not

channel SARC without modification flaileg available
to predict the flow at the
separation zone

Xiaoyu et al. [27]

Eorcinala tanacantial inlat
rOf-SHgretaRgentiarthet
LES and Re realizable k—¢

Numerical investigation of model that give the best
Hreiz et al. [28] | swirling flow in cylindrical SARC
cyclones

Not
results. For more than ond available

inlet, only LES capture the
shape of the velocity profil

D

3. Conclusion

The most popular model to numerically simulate highly swilling flows is the
Reynolds Stress Model (RSM). Although RSM is computationally heavy compared
to the modified RANS models, its use is more common due to its availability in
many commercial software like ANSYS. All the sensitized RANS model to
rotation/curvature corrections are not available in any commercial software,
therefore it is not popular among researchers. The sensitized RANS models
feature favorably classified as robust numerical tool for simulating complex
swirling flows. It seems that these models could be further extended by saying
that they could be successfully applied to other case studies such as industrial axi-
centrifugal compressors or other gas turbines of comparable characteristics.

SARC and SARCM perform well for external aerodynamic flows but still

underestimate the

effect of curvature at high Reynolds numbers.
SSTCC and SSTCCM showed good performance for internal flows subjected to

highl
Zlﬁplégﬁ@wd@d ptyengstreamline curvature.
NeitheertBe wo IW@Q%%%!@@%@%HWWQgﬁbﬁéﬁrwﬁﬁéﬂddyﬁ‘f@igcient

Resgarch Deanship, Islamic University of Madinah, Kingdom of Saudi Arabia.
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Abstract: The incorporation of bioinformatics into the prediction of neoantigens has greatly
enhanced cancer immunotherapy by improving the understanding of tumor-specific
antigens that can trigger targeted immune responses. This review emphasizes the vital role
of bioinformatics in identifying neoantigens, which are unique antigens arising from
somatic mutations, and their significance in customizing cancer treatments like therapeutic
vaccines and T-cell therapies. It critically examines advanced sequencing technologies, such
as whole-genome (WGS) and whole-exome sequencing (WES), for their role in assessing
mutations that lead to neoantigen production. The review also discusses innovative
computational methods, including artificial intelligence (Al), machine learning (ML), and
deep learning (DL), for their effectiveness in predicting immunogenic neoantigens and
tailoring personalized therapies. Case studies illustrate the successes achieved through
these bioinformatics advancements, showcasing their potential in developing personalized
vaccines that address the specific genetic makeup of tumors. Despite challenges like tumor
heterogeneity and the complexities of data analysis, ongoing advancements.

Keywords: Bioinformatics, Machine Learning (ML), Artificial Intelligence (Al), Immuno-oncology,
Immunotherapy, Computational Pipelines.
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1. Introduction

Cancer is primarily a genetic illness, during its course, it is accompanied by genomic
instability leading to point mutations and structural changes [1]. Cancers can be classified
into metastatic and nonmetastatic forms, with metastasis arising during the development
of tumors. Metastatic dissemination enables cancer cells to evade main tumors and
establish colonies in other organs [2]. Tumors are intricate systems consisting of neoplastic
cells, extracellular matrix (ECM), and "accessory" nonneoplastic cells, such as resident
mesenchymal support cells, endothelial cells, and infiltrated inflammatory immune cells.
Tumor growth is influenced by interactions between accessory cells and cancer cells. During
tumor growth, the structure of the tissue changes and becomes a specialized
microenvironment that is defined by a damaged extracellular matrix (ECM) and long-lasting
inflammation [3]. Cancer-related inflammation plays a role in causing genetic instability,
modifying epigenetic patterns, promoting the growth of cancer cells, enhancing pathways
that prevent cell death, stimulating the formation of new blood vessels, and facilitating the
spread of cancer [4]. The role of inflammatory immune cells in cancer-related inflammation
is crucial, and several studies have demonstrated how immune cells affect tumor fate at
various stages of the disease, such as early neoplastic transformation, clinically detected
tumors, metastatic dissemination, and therapeutic intervention [5].

Cells of the innate immune system, such as natural killer (NK) cells, eosinophils, basophils, a

phagocytic cells, have a role in suppressing tumors by either directly killing them or by trigger
adaptive immunological responses. The adaptive immune system, which comprises lymphocytes,
a crucial role in both humoral and cell-mediated immune responses. Unfortunately, cancer cells
developed defense mechanisms against immune surveillance, which impairs immune cells' abili
act as effectors thereby rendering immunotherapy less successful [6]. Gaining insight into these ir
interactions inside the tumor microenvironment (TME) is essential for the advancement of more
cancer treatments. Immunotherapy has made significant improvements in the treatment of a var
cancer types by utilizing the immune system's capacity to recognize and destroy cancer cells. Re
advancements in single-cell technologies and spatial transcriptomics have yielded valuable inforn
about the diversity and spatial arrangement of immune cells within tumors. This has allowed
thorough understanding of the tumor microenvironment (TME) and the discovery of new target
therapeutic intervention [7].

These genetic changes can result in the production of neoantigens, or tumor-specific antigens

immune system interprets these neoantigens as alien, which sets off cellular immunological resp
[8]. One major problem that contributes to treatment failure and disease progression in human
and metastatic cancers is cancer heterogeneity. The immune system's selective pressure, hierar
architecture from the start of cancer stem cells, and genetic instability are a few of the factors th:
account for this variability [5]. Tumor clonal growth and heterogeneity reduction are facilitatec
cancer immune editing, which eradicates immunogenic cancer cells. Nevertheless, the absence of
immune selection leads to a greater diversity of neoantigens. Neoantigen heterogeneity in lun,
melanoma patients increases their vulnerability to T-cell attacks and responsiveness to tumor
checkpoint inhibition [9]. This heterogeneity is heightened due to the inactivation of DNA repair
machinery in colorectal, breast, and pancreatic cell lines. As genetic variation within a tumor incre
certain subpopulations of cells may evade the immune system's defenses. Metastatic developme
therapeutic resistance often originate from a few clones inside the original tumors. In ovarian ca
shrinking metastatic tumors were linked to an immune infiltrate characterized by CD4+ and CD€
cells, with higher tumor mutation and neoepitope load compared to advancing lesions [9].
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Understanding the intricate connections between cancer cells and immune responses is cruci
developing effective cancer treatments.

1.1. Scope and Objectives of the Review

This review specifically examines the critical role of bioinformatics techniques in the
prediction of neoantigens, which are essential for advancing personalized cancer
immunotherapy. The primary focus is on how computational tools and sequencing
technologies enable the identification of tumor-specific neoantigens that can be targeted
for tailored cancer treatments, including therapeutic vaccines and T- cell-based
therapies. The first domain explores the application of bioinformatics tools in the
prediction of neoantigens, which play a vital role in tailored cancer immunotherapies
such as vaccinations and T- cell treatments [10]. In addition, the second domain
explores, data integration techniques for researching tumor-immune interactions
covered in the review, with a focus on the significance of combining various data types
from transcriptomics, proteomics, and genomes [11]. The third domain discusses
various tools and platforms, such as single-cell RNA sequencing, spatial transcriptomics,
CIBERSORT, and TIDE, which are being investigated to gain a thorough comprehension of
the interactions between tumors and the immune system [12-14]. These methods aim to
uncover possible targets for therapeutic interventions. The review also emphasizes the
clinical benefit and ongoing progress in the field of biocinformatics-driven

o SR B R o SRR B S57a0R8 i the i
immuno-oncology. The review emphasizes the most recent progress in bioinformatics tools and
techniques, providing a clear explanation of cutting-edge methodologies. It also demonstrates the
practical significance of bioinformatics in the development of efficient immunotherapies, as evide
by case studies and success stories. In addition, it addresses potential future research avenues to
cancer treatment and tackles persistent problems like data integration and complexity. The reviey
to be a beneficial resource for researchers and clinicians by summarizing important discoveries, 1
and methodologies. It aims to assist in the development and implementation of innovative investi
and therapeutic applications.

2. Bioinformatics Tools for Predicting Neoantigens

The study of neoantigens has greatly expedited the progress and regulatory approval of
tumor immunotherapies. These include cancer vaccines, adoptive cell therapy, and
antibody-based therapies [15]. Neoantigens are newly formed antigens created by tumor
cells. They arise due to tumor-specific alterations, such as genomic mutations, dysregulated
RNA splicing, and viral open reading frames. These antigens can trigger an immune
response that bypasses central and peripheral tolerance mechanisms. Neoantigens are
crucial for personalized cancer immunotherapies and have the potential to induce strong
immune responses and reduce the likelihood of targeting normal tissues [16]. Their unique
characteristics make them potential candidates for immunotherapeutic techniques
including customized cancer vaccines and adoptive T-cell treatments. Synthetic peptides
that imitate neoantigens are used in personalized cancer vaccines to train the immune
system to recognize and destroy cancer cells. Adoptive T-cell therapies design T cells to
target neoantigens, thereby improving cancer control [17]. The prediction of neoantigens
proves challenging due to tumor heterogeneity, as each tumor has unique mutations and
neoantigens can differ greatly between patients. As a result, it is necessary to implement
highly personalized strategies to effectively identify and target neoantigens [18].
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One of the challenges experienced by researchers in the field of immunology is accurately
recognizing immunogenic neoantigens. These are mutations that can trigger an immune
response. However, not all mutations result in neoantigens that can effectively elicit this
response. To predict which mutations will produce neoantigens that bind to major
histocompatibility complex (MHC) molecules and are recognized by T cells, computational
tools are used. The stability and affinity with which neoantigen peptides bind to MHC
molecules are the main characteristics that computational methods need to consider.
Additionally, computational methods must account for how these complexes are
recognized by T-cell receptors [19, 20]. The tumor microenvironment plays a crucial role in
the presentation of neoantigens and the recognition of these antigens by the immune

RSP can manipulate the immune response by downregulating antigen presentation machine

creating an immunosuppressive microenvironment. These mechanisms make it challenging to
accurately predict neoantigens and develop effective immunotherapies [21, 22]. Additionally, the
of somatic mutation identification is not without its challenges. Significant challenges are pose
technological restrictions, such as the inability to identify low-frequency mutations and differen
genuine somatic changes from sequencing artifacts. Furthermore, modern bioinformatics tool
skills are required for the technically challenging integration of multi-omics data to provide a thor:
understanding of the neoantigen landscape [23]. However, despite these obstacles, significant pr
has been made in developing bioinformatics tools for neoantigen prediction. These tools are
continuously improving in accuracy and efficiency, and they play a crucial role in advancing
personalized cancer immunotherapy. Since somatic mutations lead to neoantigen formation, th
step in neoantigen prediction is the identification of somatic mutation. Some of the sequencing
technologies and bioinformatics tools for predicting somatic mutations are discussed below.

To understand the complex mechanism of human diseases, researchers rely on integrating dat

multiple omics techniques, including genomics, transcriptomics, epigenomics, and proteomics to
next-generation sequencing (NGS) in analyzing DNA. NGS enables the analysis of DNA throug
various approaches such as whole-genome sequencing (WGS), whole-exome sequencing [24],
targeted sequencing. This powerful tool allows for the sequencing of millions of DNA fragme
simultaneously, providing detailed information about the structure of genomes, genetic variation:
activity, and alterations in gene behavior [25].

2.1 Whole-genome sequencing (WGS)

Whole-genome sequencing (WGS) is demonstrated to be a powerful technique for determinin
individual’'s DNA sequence. It lists all genes, regulatory areas, and non-coding elements in an

individual's genome. It can be applied in plant and animal studies, cancer research, rare gene
population genetics, and genome assembly. This technique is highly useful in identifying genc
variations from single-nucleotide polymorphisms (SNPs) to structural changes by sequencing
genome [26]. There are two methods of WGS: Large and small, which are used to interpret eu
and prokaryotic genomes, respectively. Short-read sequencing is best for mutation calling, an
read for genome assembly. These two can be applied to accurate genome assembly without :
sequence [27].
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2.2 Whole-Exome Sequencing (WES)

The whole-exome sequencing (WES) technique is centered on sequencing the exome, or the pat
the genome that code for proteins. Though it is a minor portion of the whole genome, the majo
variations that cause disease are found in the exome. WES is applied to identify genetic variatio
protein-coding genes, including single-nucleotide variants, insertions, deletions, and copy numt
changes. Additionally, it can be applied to population and cancer genetics as well as rare clinical
illnesses, where it is a more affordable option than WGS. Whole-exome sequencing enriches ex
regions through hybrid capture or target-specific amplification techniques followed by high-thre
sequencing. The lllumina NGS platform can be used with a variety of exome capture assays [28]
WES is a component of WGS, the bioinformatic analysis method utilized for WES data is the sam
that used for WGS. Therefore, WGS is a valuable technique for identifying genetic variations in p
coding regions of the genome, making it particularly useful in disease research and clinical appl

2.3 Targeted sequencing

Targeted sequencing is a successful approach that focuses on particular sections of the
gene, enabling the identification of different types of genetic variants linked to disease
phenotypes. Although targeted sequencing may have lower exploratory capabilities than
WGS or WES, it offers benefits such as cost- effectiveness and manageable data for
medical professionals.

This allows for more precise and well-informed clinical decisions based on disease-specific inform

[29]. In addition, targeted sequencing can offer enhanced coverage for rare alleles in genetic diso
and low-frequency evolving mutant clones in cancer, enabling a more thorough comprehensit
tumor heterogeneity and disease progression. In general, targeted sequencing has the potenti
advance genomics research significantly, enhance personalized healthcare, and improve our
understanding of diseases. The candidate gene approach and commercially available targeted f
come from large-scale WGS/WES projects. These panels can test both inherited (germline) and
acquired (somatic) variants. Some examples are listed in Table 1. Targeted panels use region-spe
primers to amplify selected DNA regions. The resulting libraries are then sequenced and analyzec
bioinformatics tools. Overall, targeted sequencing is a valuable method for identifying genetic var
linked to diseases, offering cost-effective and focused insights for clinical applications.
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Table 1: Some Examples of Targeted Panels in Research and Diagnostics

Disease Condition Panel Name Inheritance  Sample

V=~ H sl AL Y al Ny H U sl Do A Type Type
CaruiovastCUlial uTiTliocalruiovastuial T alicl gglelllp]g BIOOd
Arrhythmias and Arrhythmia and

cardiomyopathies Cardiomyopathy Panel Germline  Blood

Drug sensitivity Pharmacogenomics Panel Blood
Antimicrobial Antimicrobial Resistance Microbial ~ Bacterial
treatment efficacy  pgpg Gene Culture
Infertility |nfertility Panel Germlin Blood
Homologous Eve Pafiel :

gou: \ omatic Tumor
recombination defectsl\/lye|OId Cancer Panel Somatic Tissue
Myeloid cancers lfléVﬁ( ene Pa Pa Blood
HIV drug resistance esistance anel Pathoge
Antimicrobial Metabolism Error Panel Eathoge ?E‘Sma
resistance in TB Germlin i
Metabolic disorders SD%%C/IéTde

Hereditary cancers

e
BRCA., pand, Hereditary Germlin Blood

3. Bioinformatics Pipelines

The rapid advancements in next-generation sequencing (NGS) technologies have
significantly aided in the identification of mutations within the exomes of individual tumors.
These mutations lead to neoantigens, which can be presented by the patient's Human
Leukocyte Antigen [30] molecules to the immune system, which triggers an immune
response against the tumor. The identification and selection of these neoantigens have
become crucial in developing personalized cancer immunotherapies, particularly in the
design of cancer vaccines and adoptive cell therapies. The prediction of neoantigens begins
with the identification of somatic mutations, which is the critical first step in neoantigen
prediction, as these mutations lead to the formation of neoantigens. The advancement in
sequencing technologies and bioinformatics tools have greatly added to the identification
of genetic differences and differentiate between somatic mutations, which occur in specific
cells, and germline variations, which are inherited and present in all cells of an individual

li‘ﬂ‘f11<=]'process of neoantigen identification involves multiple computational steps, each contributir

the accurate prediction of neoantigens. Initially, HLA typing is performed using RNA-seq, WGS, «
WES data to determine the specific HLA alleles of the patient, followed by the prediction of muta
peptides resulting from somatic mutations identified in the tumor. The next step involves the
identification of neoantigens that are likely to be presented on the surface of tumor cells, whi
achieved by predicting the binding affinity of the peptides to the HLA molecules.
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Finally, candidate neoantigens are prioritized based on their predicted binding affinities and «
factors, such as proteasomal processing and peptide transport [32].

In recent years, there has been significant growth and improvement of bioinformatics pipelin

improve the process of identifying and selecting neoantigens in a more precise and effective way.
pipelines encompass advanced machine learning algorithms and merge various kinds of omics
like mass spectrometry and RNA-seq, to enhance the predictive power of neoantigen exploration
existing bioinformatics pipelines are characterized by the incorporation of four principal computa
components: HLA typing, mutation-driven peptide deduction, MHC binding and forecast of anti;
presentation, and prioritization of neoantigens. The integration of these distinct modules withi
bioinformatics pipelines plays a crucial role in advancing the field of neoantigen prediction, th
facilitating the identification of potential targets for immunotherapy [33].

In this section, we discuss bioinformatics tools and pipelines, developed to address neoantigen

identification. These tools not only support the identification of potential neoantigens but also fac
their selection for therapeutic applications, paving the way for personalized cancer treatments. A
summary of these pipelines, including their strengths, limitations, and key references, is provids
Table 1.

The Sequence Alignment/Map (SAM)-SAMtools is a suite of utilities for manipulating alignments |

the SAM (Sequence Alignment/Map) format, including sorting, merging, indexing, and generati
variant calls. It is used for processing next-generation sequencing data. The ‘mpileup’ functiot
SAMtools is used to call variants, including somatic mutations, by generating a pileup format fr
BAM files. It is widely adopted, simple to use, and highly efficient for basic operations on sequenc
data. However, it has limitations in handling complex variant calling scenarios and lacks advan
algorithms for distinguishing somatic from germline mutations [34]. Another highly effective t
VarScan2 that detects single nucleotide variants (SNVs) using SAMtools ‘mpileup’ data. It compar
tumor and normal sample data to identify germline and somatic mutations. Additionally, it detect
number analysis and structural variants. One of the main strengths of VarScan2 is its ability to
accurately call low-frequency variants. Nevertheless, this tool is constrained by accurate pileup
generation and may be less effective for highly heterogeneous samples [35]. Another robust tc
developed by the Broad Institute for identifying genetic variations in large-scale sequencing da
GATK (Genome Analysis software). It offers a variety of tools for data pre-processing, variant callin
and variant filtering. The HaplotypeCaller tool from GATK is widely recognized for its ability to cal
germline variants, while MuTect2 accurately recognizes somatic variants. GATK is extensively
documented and is supported by the community. Moreover, it is adept at managing intricate ge!
regions. Nevertheless, big datasets, need a substantial resource [36]. MuTect is a tool within the C
suite specifically designed for identifying somatic point mutations in tumor samples. The tool emg
a Bayesian classifier to effectively distinguish between somatic mutations and sequencing artifac
germline variants by using matched normal samples. MuTect possesses high sensitivity and speci
rendering it highly proficient in the detection of infrequent somatic mutations. However, the tc
focused on point mutations, and minor insertions/deletions, and is less efficient for major struct
variations [37]. Strelka is a specialized tool used for identifying single nucleotide variations (SNV
and small insertions or deletions (indels) in tumor-normal pairs. It utilizes a Bayesian framewor
precisely identify genetic variations and is capable of analyzing data from both WGS and WES. Stre
is highly sensitive and accurately identifies low-frequency somatic mutations and small indels.
Moreover, it has high computational efficiency.
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However, it only emphasizes detecting minor genetic differences and not on larger
structural changes [38]. FreeBayes is a variant detector that can identify SNPs, indels,
MNVs, and complex events in both diploid and polyploid genomes. It is suitable for both
germline and somatic variant calling. One of its strengths is its ability to handle complex
variants and mixed ploidy populations. However, it can be computationally intensive and
requires high-quality input data [39]. Platypus is a variant caller that detects SNVs and
indels from NGS data using local realignment and assembly. It is faster than other tools
and generates calls from raw aligned read data without preprocessing. It offers high
accuracy and is effective in identifying complex variants. However, it is computationally
intensive and requires significant memory resources [40]. Lancet is another pipeline for
the somatic variant caller that employs localized micro-assembly to identify SNVs and
indels in tumor-normal pairs. It is particularly effective in challenging genomic regions due
to its high sensitivity and specificity; however, it is computationally intensive and requires

R%ﬂ%@g%éﬂﬁgtd%%%ééh by Google Health is DeepVariant, which is a deep learning-based var

caller. It uses a convolutional neural network (CNN) to call variants from NGS data, treating the va
calling process as an image classification problem. It offers high accuracy and robustness and is ¢
of handling complex variants and various sequencing technologies. However, requires significant
computational resources, particularly GPU power for training and inference [42]. SomaticSniper
variant caller that detects somatic mutations by comparing tumor and normal samples. It differet
somatic mutations from germline variants by identifying differences in base calls. It is simple to
and offers effective analyses for paired tumor-normal samples, however, it lacks sensitivity for |
frequency variants [43]. LoFreq is a variant caller that uses a Poisson-based model to detect |
frequency variants in high-throughput sequencing data. It is highly sensitive and suitable for anal
heterogeneous samples, but may require significant computational resources for large dataset
JBrowse is a genome browser that allows one to visualize and explore genomic data by integratin;
multiple variant calling methods. It displays somatic mutations and other genomic variations. Its
advantages include a user-friendly interface and compatibility with other bioinformatics tools. As
essentially a visualization tool, it must be integrated with other pipelines to do variant calling [
Germline is a software application that uses a probabilistic model to detect both somatic and ger
mutations in whole-genome sequencing data. It is well-suited for in-depth genomic investigati
while conducting whole-genome analyses may necessitate substantial computational resources
HaplotypeCaller is a GATK suite tool for calling variants by building haplotypes in specific genom
regions. It is effective for both germline and somatic variations and provides high precision via I
haplotype assembling. However, it is computationally demanding and may necessitate substantia
resources for huge datasets [47].

Another robust pipeline is Pisces, which is a precise somatic variant caller optimized for lllum

sequencing data. It offers high specificity and sensitivity for low-frequency mutations. Its stren
include high accuracy and sensitivity; however, it may require significant computational resources
A pipeline, Sentieon TNscope, is a high-performance variant caller that offers accurate and fast
identification of somatic mutations. Its performance is better with faster runtimes and supports
scale genomic studies. However, it requires licensing as commercial software [49]. A micro-assem
based variant caller for indels, developed in C/C++, is the Scalpel pipeline. It is high in accuracy i
calling indels from NGS data. And also offers a pipeline integration, simplifying workflows for
researchers working with NGS data. However, it may require more computational resources, pote
slowing down analysis, especially for large datasets [50].
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For identifying somatic variants, a deep convolutional neural network-based pipeline,
NeuSomatic, was developed to accurately identify somatic mutations from high-throughput
sequencing data. It offers high accuracy and robustness; however, it requires significant
computational resources, particularly GPU power for training and inference [51].

Another variant caller that uses local haplotype assembly and Bayesian statistical models is Octor

is highly accurate in germline and somatic variant calling. However, it is computationally exhaust
and may necessitate substantial resources for large datasets [52]. Strelka2 is an updated version
Strelka variant caller, offering somatic and germline variant calling in both WGS and WES. It provic
high sensitivity and specificity and improves computational efficiency but may not capture lar
structural variations [53]. SomaticSignatures is an R package that offers tools for analyzing and
visualizing mutational signatures in somatic mutations. It is not a variant caller but can integrate r
from other variant callers for comprehensive analysis. The package is user-friendly and designe
data exploration and hypothesis testing within the R environment. However, it requires input fron
variant calling tools and is R dependent, which may be a limitation for users not accustomed tc
programming language [54]. Maftools is an R package designed for analyzing and visualizing som
variants in cancer studies. It offers comprehensive visualization, user-friendly interface, and integ
capabilities for data from various sources. However, it is not a variant caller and requires variant
from other pipelines. Additionally, it is R dependent, requiring familiarity with R, which may be
limitation for some researchers. Overall, Maftools provides a comprehensive view of cancer geno
[55]. DeconstructSigs is a R package that quantifies the contribution of known mutational process
cancer genomes. It is user-friendly, offering comprehensive documentation and examples.
DeconstructSigs can integrate output from various variant callers, making it versatile for different
data types.

However, it does not perform variant calling and relies on variant data generated by other tools.

Additionally, users need to be familiar with R to effectively use DeconstructSigs, which may be
barrier for those not accustomed to working with R [56]. Finally, understanding cancer genomes
personalized treatment relies heavily on identifying somatic mutations. The wide array of
bioinformatics pipelines examined, each possessing distinct advantages and drawbacks, unders
the intricate and meticulous nature necessary for the precise identification of mutations. Based
characteristics of their datasets and their specific requirements, researchers can choose the most
tools. The comprehensive explanations and relative advantages and disadvantages of various
pipelines are summarized in Table 2, offering a great reference for choosing the most appror
pipeline for somatic mutation analysis.
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Table 2: Bioinformatics Pipelines for Somatic Mutation Identification
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Abbreviations: Classical Algorithms: CA; Deep Learning: DL, Bayesian Methods: BM; Statistical
Methods: SM
4. Neoantigen Prediction and Bioinformatics Methods and Tools

Neoantigen prediction includes several steps: identifying somatic mutations, predicting peptide
sequences, evaluating binding affinities to MHC molecules, and assessing the immunogenicity of t
neoantigens. Certain notable case studies of successful neoantigen predictions in cancer treatme
as follows:

A case study by Sahin et al. demonstrated the development of personalized neoantigen vaccines f
melanoma patients. The study applied an RNA-based poly-neo-epitope approach that included w!
exome sequencing and RNA sequencing to identify tumor-specific mutations by predicting the bir
of the resulting peptides to MHC molecules using the NetMHCpan tool to mobilize immunity agair
a spectrum of cancer mutations. All patients presented T-cell responses against multiple new epit
from the vaccine. The personalized vaccines thus developed when administered to the patients le
significant reduction in the rate of metastatic events, resulting in sustained progression-free survi
[57]. This case is a pioneering example of how in silico neoantigen prediction can be directly trans|
into a therapeutic vaccine.

In another study, neoantigens were predicted as personalized immunotherapy for glioblastoma p
The neoantigens were identified by sequencing the tumor's genome and conducting in silico pred
such as Broad Picard Pipeline and NetMHCpan tool [58].
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In another study, the team of researchers addressed the shortcomings and constraints
associated with non-chemotherapy treatment modalities for non-small cell lung cancer
(NSCLC) by introducing a novel approach involving neoantigen vaccines. These vaccines
were engineered based on unique and individualized tumor DNA mutations, thereby
modulating immune response mechanisms to effectively and precisely target the
malignant cells responsible for the disease. Potential neoantigens from lung cancer
tumors were predicted and the binding affinity between these mutations and MHC class |
molecules (specifically the H-2 Kb allele in LLC cells and C57BL/6 mice) was predicted
using NetMHCpan, NetMHC, NetMHCcons, Pick Pocket, MHCflurry, SMM, SMMPBMC and
MHCnug getsl [59]. The comprehensive analysis of some of these case studies serves to
effectively illustrate the successful implementation of in silico techniques to successfully
identify neoantigens that can be employed in personalized therapeutic regimens to treat
a diverse array of cancer types, Figure 1. Neoantigen prediction and biocinformatics tools
have shown promising results in developing personalized cancer therapies through
successful case studies.

Sample
Acquisition
MNarmal cells
Inotherapies PN
velopment
Cancer cells
= / Data
= P Generation
_ In silico )
Neoantigen ',
Identification
@
= Somatic Variant detection . *WES
’ 'F—’lrLti'iI[i-rl‘lZp L TCSW, o +RNA Sequencing
= Peptide Processing  @o@eeessss +*Mass Spectrometry

" it Tunar DNARNA
= Epitope prediction 2000000000

= Vaccine creation "

1: Representation of application of bioinformatics methods in neoantigen predic
p immunotherapies.
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5. The Impact of Artificial Intelligence and Machine Learning on
Immuno-Oncology

The introduction of innovative technological developments, notably those related to artificial
intelligence (Al), machine learning (ML), and quantum computing, creates a powerful opportunity
the progressive refinement of immuno-oncology, a sector dedicated to using the immune system
fight against cancer. The methodologies driven by Al can analyze extensive datasets with a level o
efficiency that far surpasses traditional analytical techniques, thereby unveiling new and transforr
insights into the complex biology of tumors and the multifaceted immune responses they elicit. Ir
following section, the role of different types of technologies in neocantigen prediction and vaccine
development is discussed:

5.1 Application of Artificial Intelligence (Al) in Neoantigen Prediction

Recent advancements in technology have significantly improved the prediction of neoantigens by
enabling the analysis of large genomic and proteomic datasets. Specifically, deep learning algoritt
have shown promise in predicting which mutated peptides are likely to bind to a patient's MHC
molecules, which is essential for assessing the immunogenic potential of neoantigens.. Machine
learning techniques, as a branch of artificial intelligence, excel at estimating the binding affinities
between peptides and Major Histocompatibility Complex molecules, which is essential for determ
the potential for an immune response from a neoantigen. Traditional methodologies may lack the
feasibility to accurately predict immunogenic peptides as effectively as Al and ML; for instance, Al-
enhanced instruments like NetMHCpan leverage deep learning methodologies to refine peptide-\
binding predictions by integrating data from a broad spectrum of HLA alleles, including those witt
minimal experimental binding evidence.

This skill is essential for crafting personalized cancer vaccines since it facilitates the choice of ther

viable neoantigens to hone in on the individual tumor makeup of the patient. Additionally, Al
frameworks are capable of modeling and optimizing the immune reaction, potentially discoverin
ideal set of neoantigens to be included in a vaccine, thereby improving its overall efficacy [60, 61].
significantly enhances the development of personalized cancer vaccines by improving neoantigen
prediction and optimizing immune responses.

5.2 Application of Quantum Computing in Neoantigen Prediction

Quantum computing adds to the advancement in computational capabilities, by potential to tran
neoantigen prediction and vaccine formulation. In contrast to classical computing systems, which
bits for information processing, quantum computing uses quantum bits, or qubits, enabling mul
execution of intricate calculations [62]. This capability is especially valuable in analyzing the va
multi-dimensional datasets required for accurate neoantigen prediction.. Quantum algorithms in
the efficacy of bioinformatics workflows by accelerating the detection of candidate neoantigens
enhancing the precision of predicting MHC-binding. This advancement not only expedites the
formulation of personalized cancer vaccines but also permits more advanced modeling of the im
response. Additionally, combining quantum computing with artificial intelligence enables the crec
of superior predictive models, which can provide detailed dynamics between neoplastic cells an
immune system. This integration ultimately forges a path for more potent immunotherapies [63].
Quantum computing significantly enhances neoantigen prediction and vaccine formulation in
immunotherapy, paving the way for more effective treatments.

98



The Islamic University Journal of Applied Sciences (JESC), Issue Il, Volume VI, December 2024

5.3 Application of Deep Learning in Neoantigen Prediction

Deep learning (DL), a subset of Al, has become a transformative tool in neoantigen
prediction and cancer vaccine development. DL models, such as convolutional neural
networks (CNNs) and recurrent neural networks (RNNs), are designed to automatically
learn patterns from large datasets. These models can also learn representations from
data. These models are implemented in image recognition, natural language processing,
and bioinformatics [64]. Since deep learning models have the capability to analyze
complex biological patterns, therefore, in healthcare, it is applied to make algorithms for
disease diagnosis and personalized treatment [65]. Furthermore, deep learning is
revolutionizing immunotherapy by enhancing neoantigen prediction and facilitating the
development of cancer vaccines through advanced pattern recognition in biological
data.

5.4 Application of Natural Language Processing (NLP) in Neoantigen Prediction Natural
Language Processing (NLP) plays a crucial role in managing and analyzing the extensive
unstructured biomedical text data present in immuno-oncology research. It is particularly
effective in extracting and processing information pertinent to neoantigen prediction from
various sources, including scientific literature, clinical trial reports, and genomic
databases.These core processes include: Information Retrieval (IR), which identify and
retrieve relevant documents from large datasets or databases in response to specific
queries; Semantics and Information Extraction, which accurately interprets the text. NLP
systems are designed to perform semantic analysis, which involves recognizing the
relationships between words, their definitions, and their syntactic roles within a sentence.
This semantic understanding is crucial for tasks such as information extraction, where the
goal is to identify specific entities (e.g., genes, proteins, mutations) and their interactions
within a text; Information Extraction, which involves identifying and categorizing specific
pieces of information from unstructured text. In the context of immuno-oncology, IE is
used to automatically extract data about potential neoantigens, patient-specific mutations,
and immune response markers from clinical reports and research articles. This process is
essential for building comprehensive databases of neoantigens, which can be integrated
into bioinformatics pipelines for personalized vaccine development [66]. NLP techniques
are used to extract relevant information from scientific literature, clinical trial reports, and
patient records, which can then be integrated into bioinformatics pipelines for neoantigen
prediction [67]. For instance, NLP can be used to mine databases of scientific publications
to search studies that report on neoantigen discovery and validation, thus accelerating the
research process by quickly bringing relevant findings to the researchers [68]. Additionally,
NLP algorithms can assist in the annotation of genetic sequences by identifying and
categorizing mutations that may produce neoantigens. This automated processing of text
data not only speeds up the research process but also ensures that no critical information
is overlooked, thereby enhancing the accuracy of neoantigen predictions and the
subsequent development of personalized cancer vaccines. Also, NLP significantly enhances
immunotherapy research by efficiently processing unstructured text data to extract vital
information for neoantigen development and personalized vaccine creation.
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6. Applications of Neoantigen Prediction in Personalized Cancer
Immunotherapy

In silico neoantigen prediction plays a crucial role in the development of personalized
cancer vaccines, such as NeoVax for melanoma. By employing advanced bioinformatics
tools, researchers can analyze whole-exome sequencing data to identify somatic mutations
unique to an individual's tumor. These mutations generate neoantigens—tumor-specific
peptides that the immune system recognizes as foreign. Utilizing algorithms like
NetMHCpan, scientists predict which neoantigens are most likely to bind to the patient's
MHC molecules, thereby facilitating a targeted immune response. The synthesized
neoantigens are then formulated into a personalized peptide-based vaccine, which has
shown promising results in clinical trials, demonstrating safety and the ability to elicit strong
T-cell responses. The success of NeoVax underscores the transformative potential of in
silico neoantigen prediction in tailoring vaccines that effectively target the distinct
mutational profiles of individual tumors, particularly in cases with high mutational burdens
[69, 70]. Another personalized vaccine based on in silico neoantigen is exemplified by
platforms like iNeST (Individualized Neoantigen-Specific Immunotherapy) developed by
BioNTech and Genentech [71]. This innovative approach utilizes whole-exome sequencing
and RNA sequencing to identify somatic mutations in a patient's tumor, followed by
bioinformatics tools that predict immunogenic neoantigens based on their binding
potential to the patient's MHC molecules. Unlike traditional peptide-based vaccines, iNeST
employs an mRNA delivery system that encodes these predicted neoantigens, allowing for
the direct translation into neoantigenic proteins that elicit a robust immune response.
Clinical trials, such as the Phase | study on advanced melanoma patients, have
demonstrated the efficacy of this method, showing significant T- cell responses and tumor
shrinkage. The advantages of mRNA technology, including the ability to encode multiple
neoantigens and rapid production, underscore the transformative potential of in silico
neoantigen prediction in advancing personalized cancer immunotherapy [72]. Another
example is, TG4050, created by Transgene. This innovative vaccine leverages whole-exome
sequencing and RNA sequencing to identify somatic mutations in tumors, followed by a
bioinformatics pipeline that predicts the most immunogenic neoantigens. By utilizing these
predicted neoantigens, TG4050 employs a viral vector-based approach to enhance the
immune response, effectively presenting these neoantigens to the immune system. Early
clinical trials have demonstrated TG4050's ability to elicit strong T-cell responses, indicating
its potential effectiveness in treating various solid tumors, particularly those with lower
mutational burdens. This highlights the significance of in silico prediction in tailoring
vaccines to individual patients, ultimately advancing personalized cancer immunotherapy
[73]. Additionally, In silico neoantigen prediction plays a crucial role in the development of
neoantigen-based therapies, particularly in the engineering of chimeric antigen receptor
(CAR)-T cells. By utilizing WES and advanced computational algorithms, researchers can
identify patient-specific neoantigens that are unique to individual tumors. This personalized
approach allows for the precise engineering of CARs that specifically target these
neoantigens, leading to the expansion of T cells ex vivo before re-infusion into the patient.
The effectiveness of this strategy has been demonstrated in clinical studies, such as the
work by Tran et al. (2016), which showcased significant tumor reduction in patients with
epithelial cancer. Ultimately, in silico neoantigen prediction enhances the specificity and
efficacy of CAR-T therapies, minimizing off-target effects and providing a promising avenue
for treating solid tumors with tailored immunotherapeutic options [74]. Therefore,
neoantigen predictions have transformed immuno- oncology with personalized cancer
vaccines and therapies like NeoVax and iNeﬁg0
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These bioinformatics-driven therapies have enabled precision medicine, where tumors are
treated according to their genetics. As bioinformatics tools improve and new technologies
like Al and quantum computing are integrated into research, neoantigen prediction will
improve, leading to more effective and personalized cancer treatments.

7. Challenges and Future Perspectives

Bioinformatics in immuno-oncology encounters various technical obstacles due to the intricate n
and volume of the data involved. A primary challenge is the precise identification and prediction
neoantigens. Regardless of the advancements in sequencing technology and computational tech
the precision of predictions remains limited, particularly regarding MHC class ll-restricted epitop
which demonstrate increased variability and longer peptide lengths. Additionally, there are techr
constraints concerning the sensitivity and specificity of algorithms utilized for HLA typing, mutati
detection, and neoantigen prediction. These tools frequently yield inconsistent results depending
quality of input data and the specific algorithms applied, resulting in discrepancies across differe
studies. Another hurdle faced is the tremendous data output resulting from next-generation seq
(NGS) techniques. The processing and examination of these extensive datasets necessitate consi
computational power, including high-performance computing (HPC) systems. Therefore, there is
pressing need for more accessible tools that researchers can utilize without requiring specialized
bioinformatics expertise, as current tools often demand substantial knowledge in computational
biology. The future of bioinformatics in immuno-oncology is dependent on the ongoing improvet
of computational approaches. ML and DL algorithms can be implemented with further advancen
boost the precision of neoantigen prediction and HLA typing, since these algorithms are capable
learning from extensive datasets, allowing them to analyze intricate patterns that cannot be iden
by the conventional methods. When spatial transcriptomics is combined with single-cell RNA
sequencing (scRNA-seq), it enhances the ability to point to the location of neoantigens in the tum
microenvironment. Such an analysis offers valuable insights into the spatial dynamics governing
immune responses. Further, the construction of hybrid models can involve the synthesis of data-
informed techniques alongside mechanistic models related to immune responses. These hybrid
frameworks will synthesize multi-omics data to simulate the interactions occurring between tum
the immune system. This methodology will enable researchers to predict the outcomes associate
various immunotherapeutic strategies. Personalized immunotherapy denotes the significant
advancement in cancer treatment, wherein therapies are customized to the unique genetic and
immunological characteristics of each individual. The comprehension of tumor immunology and
growth and advancement in bioinformatics tools for neoantigen prediction is aligned with the de
personalized vaccines and adoptive cell therapies. Moreover, the amalgamation of multi-omics d
real-time monitoring technologies will significantly improve the identification of biomarkers and
therapeutic adjustments, thereby optimizing treatment efficacy.

8. Conclusion

In conclusion, bioinformatics approaches have gained paramount importance in the field of imn
oncology, driving significant advancements in personalized cancer treatment. Al, ML, and quantt
computing have enabled the development of more effective immunotherapies, such as persona
vaccines and adoptive T-cell therapies.
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These technologies have not only improved the development of bioinformatics pipelines to
accurately predict the neoantigen prediction but also facilitated the analysis of complex
biological data, leading to a deeper understanding of the tumor microenvironment.
Neoantigen prediction plays a crucial role in personalized immunotherapy, as
demonstrated by therapies like NeoVax and neoantigen-targeted CAR- T cells. These
advancements showcase the effectiveness of tailored treatments that target individual
tumor mutations, leading to better clinical outcomes and extended survival for patients.
However, the field still faces challenges, including the need for more sensitive and specific
algorithms and the computational power required to process plethora of heterogenous
datasets. Future research will likely focus on overcoming these challenges by refining
computational approaches, integrating multi-omics data, and developing more accessible
tools for researchers. The ongoing evolution of bioinformatics in immuno-oncology holds
great potential for enhancing the efficacy of cancer treatments, ultimately leading to better
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Potentiometric and thermodynamic studies of N, N'-bis(4-
hydroxyacetophenone) ethylenediamine and its Cu2+, Ni2+,
Co2+, Fe3+, and Mn2+ complexes
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Abstract: Studying the stability constants of metal complexes offers significant insights
into their applications in analytical chemistry, pharmaceuticals, catalysis, environmental
science, and material science. The protonation constants of N, N'-bis(4-
hydroxyacetophenone) ethylenediamine (BHAEN) and the stability constants of a
number of transition metal complexes have been studied

potentiometrically at 20, 25, 30 and 400C, in water solution at 0.1 M ionic strength (KNO3),
using the

mole, ratios §1:1) and (2:1), (L:M), where M = Cu2+, Ni2+, Co2+ , Fe3+, and Mn2+. The
calculations are

performed by operating the computer program SUPERQUAD. From the values of the
stability constants

of thse complexes at the different four temperatures, the thermodynamic functions G, H
and Swere

evaluated. The order of stability of the complexes agrees the Irving - Williams order. The
positive

YI@IIB%% %ﬁeH for the BHAEN complexes, especially for the most stable complexes species,
case with Cu(ll) and Fe(lll), (MHL) in the case of Ni(ll) & Co(ll) and (ML2) in the case of

Mn(ll),
b%\gera{/éhat the stability of these species is mainly due to the S values which are highly

Key words: Potentiometric Titrations - Stability Constants - Complexes - Schiff bases.
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1. Introduction

Schiff-base ligands have performed a significant role in the evolution of contemporary
coordination chemistry, Because of their importance in a variety of interdisciplinary study
domains,1

particularly as corrosion inhibitors,2 catalysts for activation of small molecules3-4 and in

biological
SYRIRLaS i Metdjese wide applications of Schiff bases have generated a great deal of
complexes, kinetics of formation and hydrolysis as well as electronic spectra and acidity

constants.

Tetrgdentate S%hiff bases, especially those with a N202 donor set, resulting from the
condensation o

aliphatic diamines such as ethylenediamine or derivatives with Acetylacetone or
salicylaldehyde, have

been extensively studied.13 In view of recent interest in the energetics of metal ligand
binding in metal

chelates involving N, O donor ligands14 we started to study Schiff base complexes derived

fi RN avatbe 80:28wet1Avt. Martell et al. also carried out studies of

bi2d gle=oh tiet Idi de B teteviigearda0 3o in haor G diebematoethe oxygenation constants of the cor

EO(S'FLGD) which %an re ersibly blnd molecular oxyrgen.16 . .
quilibrium studies for saficylaldimines are general scarce due mainly to their

The present work reports the results of potentiometric investigation on BHAEN and its complex

sk iRy jrCo2teire3+ and Mn2+. The potentiometric method is used to determine the prot

%%ﬁ% gﬁ% t5§€: 'kgﬁgﬁwéti vtvgélgn%heroﬁltoi@!gﬂ@mi(%ﬁﬂéﬁr&gcg@g?rfﬁﬁh%ﬁ%of&s 595Btmk9xes ir
10NS ana WITK e two maole ratios, (1.1.) an o 1), (L . e computer progr
g Qm%m USRI iochdnanictHate F8RSIAR %%f@bl@é%ﬁ%?t@ﬂ%era%%%?ﬁﬂ@@tabm

SRrolexes, the determination of the stability constants of these complexes is carried out
%@é@@&iﬁggﬁ%ﬁ&&é&&%@&&é’\ﬁifﬁog‘ N dRfadLLatnAthitlly dsiTRerRgHRIC fur

or benzaldehydes or their derivatives, anilines or substituted anilines. Tetradentate Schiff

BaExperéimental
peecggdlgﬁ§a§éudied. The stability constants for the Cu(ll), Ni(ll) and Fe(lll) complexes of the

Materials and Solutions. Ethylenediamine (B.P.=118°C) and 4-hydroxyacetophenone (M.P.
= 95- 97°C) were Prolabo and Fluka products. All other reagents used were of analytical
grade (Merck, Darmstadt, Germany). Carbonate free KOH was prepared in double-
distilled water, and standardized potentiometrically with potassium hydrogen phthalate

solution. 1M KNO3 solution was prepared in

double—d(ijstilled water. Stock solutions of the metal salts, were prepared in double-distilled
water an

standardized by complexometric EDTA titration.17 Stock solutions of the studied ligands

(0.01 M) were

grepared by dissolving an appropriate amount of a given ligand in double-distilled water.
reparation of N, N-bis(4-hydroxyacetophenone) ethylenediamine (BHAEN). BHAEN was

prepared as already described in [18].
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Instruments. The potentiometric measurements were performed with Metrohm 702 SM
Titrino, Metrohm Ltd. CH-9101 Herisou, Switzerland. The titrino was supplied by 727-
titration stand, with built-in magnetic stirrer.

The electrode, combined pH glass electrode, was calibrated using aqueous standard
buffers of pH 4.0 and 7.0 at 20, 25, 30 and 400C. The titrations were performed in a
double-wall glass cell through the outer jacket of which water circulated from a controlled
temperature bath. The temperature was controlled with the thermostat Digiterm100, J. P.
Selecta, S. A., Barcelona, Spain, with a temperature uncertainty of (0.1 °C).

Hc—N N _cH,

OH OH
BHAEN

GEBpVtereritigatins. Support for Validation, is PC software for Metrohm

titrators allowing the optimal cooperation between the titrino and PC. SUPERQUAD 91, the
calculations on the pH-metric data were performed with the aid of the SUPERQUAD19 computer
program.

Potentiometric measurements. The following mixtures were prepared for the determination of the
protonation constants of BHAEN and titrated against standard CO2-free potassium hydroxide (0.(
M) solution. (i) (6 x 10-3 M) HNQ + (3 10-3 W (i) (4 x 10M) HNO3 + (2 x 10 M) L and (iii)

(2 x 10-3 M) HN® + (% 10°M) L. The total volume was kept at 50 ml in each case and the temperatt
was adjusted at the desired temperature. For the determination of the stability constants of the
complexes of BHAEN, the following mixtures were prepared and titrated against standard CO2-
potassium hydroxide (0.094 M) solution. For the mole ratio (1:1) ligand-metal (L-M*). (a) (4 x10-3 N
HNO;3 (b) (4 x 10-3 M) HNOs+ (2 x 10-3 M) L and (c) (4 x 10M) HNO3 + (2 x 10M) L + (2 x 10 -

3 MgM*. For the mole ratio (2:1), ligand-metal. (d) (8 x 10-3 M) BN€) (8 x 16?M) HNO3 + (4 x

10-3 M) L and (f) (8 x 10-3 M) HRIO™+ (4x 10-3 My (2 x 1031) M*. The total volume was adjusted

to 50 ml by adding double-distilled water in each case. The titration curve obtained from (a) or (d)
calibration curve for the electrode system; it provides data used to calculate the standard elec
potential, Eo, and the dissociation constant for water. These values were used to calculate the hyc
ion concentration from potential readings.20
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3. Results and discussion

Proton - Ligand (BHAEN) equilibria. Protonation constants of BHAEN, which may be considered as

a triprotic acid Hl.-wa&re determined. The potentiometric titration curves of BHAEN using the
different concentrations at 250C are presented in the Figures 1. The titration curves showed two

inflections. The first inflection indicates the neutralization of the excess hydrogen ions, wherea:s
second inflection indicates the formation of different deprotonated species. Since there are four

protonation sites (two phenolic groups and two tertiary amine groups) for BHAEN, models with |
(n =1 -4)were tried for refinement process. But the best-fit model gave only for three proton

species (HL+, HL and HL-) in the experimental pH region.
The equilibrium reactions for protonation constants are proposed by the following equation (ch
are omitted for simplicity):

L+ nH = HnL, Bn =(HnL)/ (L)(H)n M

Differences between the various log 8 values give the stepwise protonation constants KHn define
equations (2 - 4)
H+ + L2- HL-1 _— KH =( HL-1)/(H+)( L2y  (2)

H+ + HL-1 HE — Kt =( H)/(H+)( HL-1)
He + HiL Hi+ K3"=( H3L)7(H)(H2L) 4)

The first two protonation constants obtained in the experimental region may be assigned to the

protons as their values, and the pH range (5 - <10) in which they exist, are in agreement with
protonation constants of other phenols. 21-22 And the third protonation constant may be assign
of the imine groups.

21) (22) Present work
Log KH1 8.20 8.62 8.57
Log KH2 745 7.36 7.74

The protonation constants are reported in Table 1, where the highest values were found to be a
indicating that the protonation reactions are favorable at high temperature.

Table 1. Protonation constants (Idgs) of BHAEN

H:

i 20°C 25°C 30°C 40°C
The mean  HE 8.571(0.028) 8.536 (0.023)
values of H2  8343(0.029) 16.318(0.023 16.291(0.020 8.619 (0.025)
, 16.007(0.023 ) ) 16.528(0.023
logOs 3 23.457(0.033 23.359(0.028 )
L 23.111(0.033 ) ) 23.581(0.031

“(Skandard deviations are given in parenthesek)
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The concentration distribution of various species formed in solution (formation %) as a
function of pH was obtained by the use of the SUPERQUAD 91 program throughout the
present work. The species distribution diagrams for BHAEN based on the fitted equilibrium
constants, Figures 2-5, indicate that

at lower pH values, the only existing species is HL+3 at all the temperatures studied,

whereas in the pH

ganggzgS - 9.7 the species HL, HL- and L2- 2coexist. The species H2L starts at pH = 5.5, 5.9,
and 4.
at 20, 25, 30, and 400C, respectively, and then increases rapidly attains a maximum value

(= 50%) at pH = 7.4 at all the temperatures studied and then decreases gradually with the
increasing of the species HL- which started at pH = 6.5. The concentration of the species
HL- increpses with the increasing of the pH reaches a maximum (= 60%) at pH = 8.2 and
then decreases-with the increasing of L2- species.

12 . 00 |

| : & A
To ok Py 7| HHD3+KNOI+ BHAEN
4 . p CO.OLSHY +3ml .

.00 1
HHOZ +KHOE+ BHAEN
CO.00SHI +1nl..

8.00 1 z 2 7 F~ T

¥.00 %

6.00: | / '
5.00+

4.00 %

2.00 1.~

2.00+ e - . - " =5
0. 000 1. 000 2. 000 3. 000 . 000 % . 000 & . D0 T 000 Vsl

etric titration curve of H+/ BHAEN system at 250C: (1) BHAEN (0.005M),
N (0.01M), (3) BHAEN (0.015M).

N
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Stodb Bityi chitoettsi e dredcstapléixgsconstants of M - BHAEN complexes, using the molar
ratios 1:1 and 2:1, (L:M), at the four different temperatures 20, 25, 30, and 400C and
under the conditions described in the experimental part are reported in Table 2. A
number of models were examined in sequence using the SUPERQUAD 91 program and
the reported stability constants are for the best models examined. A displacement was
noticed in each curve of the titration curves for M- ligand mixtures, Figures 6-10,
compared with that for the free ligand. This indicates the release of protons, which in

turn depends on the reaction between the ligand and M ion.
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Table 2. The stoichiometries and stability constants (logs) for the metal

complexes.
Copper(ll) complexes
li tants (log'”
ey Stability Constants (log’s)
(L:M:H) 20 oC 250C 30 0oC 40 oC
1:1:1 16.757(0.039) 16.792(0.032) 16.956(0.025) 17.247(0.026)
1:1:0 9.961(0.088) | 10.062(0.092) 10.286(0.077) 10.758(0.072)
1:1:-1 2.877(0.072) | 2.917(0.098)| 3.286(0.079)| 3.887(0.088)
1:1:-2 -5.005(0.109) | -5.206(0.149)| -4.683(0.128)| -4.179(0.141)
2:1:2 31.974(0.053)| 32.412(0.019) 32.622(0.021) 33.091(0.033)
2.1 | - 24.459(0.061) 24.664(0.062) 25.364(0.090)
2:1:0 17.150(0.083)| 16.935(0.028) 17.172(0.029) 17.614(0.051)
2:1:-2 0.899(0.107) | - | - |
Nickel(ll) complexes
1:1:1 13.104(0.153) 13.584(0.033) 13.867(0.027) 14.186(0.031)
1:1:0 6.807(0.076) | 5.539(0.071) | 6.104(0.051) | 6.119(0.048)
1:1:-2 -11.385(0.079) -12.741(0.101) -11.710(0.063) -11.441(0.049)
212 | 25.994(0.038) 26.744(0.051) 27.292(0.035)
2:1:1 18.989(0.107) 18.099(0.081) 19.099(0.086) 19,359(0.041)
2:1:0 10.659(0.134) 9.921(0.037) | 10.135(0.054) 10.007(0.089)
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Cobalt(ll) complexes

1:1:2 18.548(0.159)| 18.945(0.066)| 19.226(0.034)
1:1:1 11.457(0.081)]  --—--- 11.466(0.033)| 11.517(0.048)
1:1:.0 | 3.300(0.101) | 3.752(0.066) | 3.557(0.083)
1:1:-2 -14.917(0.059) -14.559(0.092) -13.990(0.072) -14.086(0.079)
212 | e 23.032(0.019)| 23.775(0.028)| 22.990(0.054)
P23 I3 I I T s 14.937(0.062)
2:1:.0 7.597(0.0344)| 7.378(0.0230)| 7.905(0.036) | 6.915(0.026)
2:1:-1 -0.833(0.0279) -1.941(0.041_| -1.008(0.098)|  ------

251322 -9.452(0.0581) - | | e

[ron(lll) complexes

1:1:1
1:1:0
2:1:4
2:1:2
2:1:0

19.310(0.105

16.028(0.034
45.514(0.084

20.761(0.121

19.631(0.080)
16.295(0.035)

36.009(0.099)
22.115(0.099)

19.607(0.118
16.740(0.023

36.708(0.077
22.934(0.097

19.904(0.148)
17.383(0.019)

37.530(0.092)
22.931(0.107)

Manganese(ll) complexes

R -4.682(0.04) | -4.913(0.043)] -4.891(0.150)
212 | | - | 22.506(0.022)
2:1:0 5.172(0.153) | 5.364(0.113) | 5.545(0.117)| 6.478(0.044)
212 112322001500 e | e | e

The concentration distribution of various complex species formed in
solution (formation %) as a function of pH was obtained by means
of the SUPERQUAD 91 program. The distribution diagrams for the
systems M / BHAEN and M / 2BHAEN based on fitted stability
constants at the four different temperatures are depicted in Figures

11-19.
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Enthalpies and entropies of protonation of BHAEN
From Arrhenius plots of IogKogK2, and logK3, Table 3, vs. P/T (K), Figure 20, the stepwise

enthalpy changes OH'S were deduced, and these are given in Table 3. The free energy changes [
were also evaluated at 250C using the expression,

-0G = 2.303RT logK 1)

Similarly, the entropy changes OS'S were evaluated using the following relationships,
OS=@0-0GyT (2)
-RTIn K=00-00S (3)

Table 3. The stepwise enthalpy changesH'S, the free energy changes
G'S and the stepwise entropy changes S(C) & S(g).

H G S(g) 5(0)
fg fCS fg 042 (kcal/m  (kcal/m  (cal/mole. (cal/mole.
ole) ole) deg) deg)

log | 83| 85| 85| 86
K1 | 43 | 71 | 36 | 19
log | 76| 77| 77| 79
K2 | 64 | 47 | 55 | 09

log [ 71 71 [70[70] . ]
e i | 50 | G | e3 | 1446 | 9751 | 27.829 | 27.869

4.870 | -11.452| 55.066 54.772

4.944 | -10.519 | 52.238 51.890
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Figure 20. Relationship between logk anhdip between Tlogk and T

The stepwise entropy changes for BHAEN were evaluated from equati&{@Rand from the
slope of TlogK vs. T plots,|S(g), Figure 21. The value -

ok ST ekt aBd the Second prosorrleidatesily g e mesheds aredn
ggéwg\%ﬂgg mic, i.e., the reaction is enhanced with increasing temperature, and The ne
value of H for the third protonation reaction indicates that this reaction is exothermic, i.e., the rea

G'S for the three protonation

is enhanced with decreasing temperature. The large negative valp(ég%rfthe third reacjuon IS

reactions indicate that these reactions proceed spontaneously, the-vidlifelatter value is less

less than that for the first two reactions as supported by the values of
positive for the third reaction than the first two reactions.

Enthalpies and entropies of chelation of BHAEN with metal cations

The stepwise thermodynamic functionsG, ['H, and S for the M/BHAEN complexes were
calculated from the stepwise stability constants obtained at the four different temperatures used
4. The values of these thermodynamic functions of the complexes are summarized in Table 4. Arr
piStedue podtertedrimphigesdo@d-16:28-30. to obtain

stepwise entropy changes for the formation of M/BHAEN complexes were evaluated from equa
(2), S(C), and from the slope of TlogK vs. T plots, S(g), Figures 23-25-27-29-31. The values of S
calculated by the two methods agree, Table 4.
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Iron (IIl) Complexes
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Figures 22-31. Plots of log Kvs. 1/Tand Tlog Kvs. T

For the Cu(ll) complexes the large negative values of G obtained for all the species indicate that
formation reaction of these species proceed spontaneously. The species (ML) has the highest neg
value of G, although it has a positive enthalpy change, but this was outweighed by the large posit

value, which is favorable to chelation. The S value obtained for the species (ML2) indicates that
formation of 1:2 complex is not entropy favorable compared with 1:1 complex, which has a Iz

positive S value.
For the Ni(ll) complexes The high negative value of H for the formation of the species (ML) indicat

that this chelating reaction is exothermic, i.e., the reaction is enhanced with decreasing temper:
Also, it is obvious from the concentration distribution diagrams that the concentration of this sp
decreases with the temperature increasing.
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The formation of the species (ML2) has a small negative value of H, this may be
explained by the enhancement of the reaction from 200C to 250C, then decreases after
that with the increasing of

temperature. The positive value of H'S for the formation of the other species indicates

that these

reactions are. endothermic, i.e., the reaction is enhanced with the increasing of
temperature. The negative

values of G'S obtained for all the species indicate that the formation reaction of these

species proceed
B[P%rrgganeously. The species (MHL), (MHL2) an (MH2L2) have the highest negative values

Moreover, these species are entropy favorable.

The species (MHL) has the highest positive entropy value, indicates the stability of this

In the casr%of Co(ll) complexes the positive value of H'S for the formation of the species with the n
species. This

io{(L:1)nindj t e i (o) ion i d.with the

e B D R S e
AN rda it SR GBS, She, HatrEaz tin e rRalecdatpitkthe Wik éasipla bl nipgRature
Begesing yabtes of G'S obtained for all the species indicate that the formation reaction of these sy
proceed spontaneously. The species (MHL), (MH2L) have the highest negative values of G'S, althou
they have positive enthalpy changes, but these were outweighed by the large positive S'S values, v
is favorable to chelation.

The negative S value obtained for the species (ML2) indicates that the formation of 1:2 complex i

entropy favorable compared with 1:1 complex, which has a large positive S value. This may expl
the appearance of species with the mole ratio 1:1 in the concentration distribution curves of the s
with the mole ratio 1:2, M:L.

For the Fe(lll) complexes The positive values of H'S for the formation of the species (ML) and (ML2

indicate that these reactions are endothermic, i.e., the reaction is enhanced with the increasi
temperature. The negative value of H for the formation of the species (MHL) indicates that this re:
is exothermic, i.e., the reaction is enhanced with the decreasing of temperature. The negative valt
G'S obtained for all the species indicate that the formation reaction of these species proceed

sEontaneoust. The species (ML) has the highest negative value of G, although it has positive entt
changes, but this was outweighed by the large positive S value, which is favorable to chelation.

The S value obtained for the species (ML2) indicates that the formation of 1:2 complex is not ent

favorable compared with 1:1 complex, which has a large positive S value. The low stability of t
species (ML2) compared with that of (ML), logK = (logkML - logKML2) = 10.475, Table (14), may
be attributed to steric hindrance effect. This may explain the appearance of the species (ML) ir
concentration distribution curves in all systems and at all temperatures with a large concentratior
(= 100%).

For the Mn(Il) complexes The positive value of H for the formation of the species (ML2), indicates 1

this reaction is endothermig, i.e., the reaction is enhanced with the increasing of temperature
negative values of G obtained for the species (ML2) indicate that the formation reaction of this sp

proceeds spontaneously. The species (ML2) has a negative value of G, although it has positive entl
changes, but this was outweighed by the large positive S value, which is favorable for chelation.
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4. Conclusion

From the obtained results, it can be concluded that the order of stability of the
complexes formed between BHAEN and transition ions, Cu2+, Ni2+, Co2+ and Mn2+
investigated in this study is in the expected Irving - Williams order 23: Cu2+ > Ni2+ >
Co2+ > Mn2+. A large value of charge/radius ratio for a central ion means that the
central ion will form more stable complexes.24 The correlation between charge/radius
ratio for the central metal ions and the stability of their complexes with BHAEN is

shown in Table 5 and Figure 32.

Table 5.
Stability constant
Theion | Radius (Ao) Charge/radius (Zfr at 200C (L:M)
(1:1) (2:1)
Cuz+ 0.57 3.509 10.062 16.935
Ni2+ 0.69 2.899 5.539 9.921
Co2+ 0.72 2.778 3.3 7.378
Mn2+ 0.91 2.198 --- 5.364

Figure (32). Relation between stability constant and charge/radius ratio

Stability Constant

2.000 2.500

3.000 3.500

*(1:1)

= (2:1)

4.000
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Table 4. The stepwise stability constants (logKs) and the values of the thermodynamic functions
0H, 0G, and OS of the complexes of Cu(ll), Ni(ll),Co(ll), Fe(lll), Mn(ll).

Cu(ln
20C 25C 30C 40T
logKML 9.961 10.062 10.286 10.758
logKMHL 6.796 6.730 6.670 6.489
logKMH2L
logKML2 7.189 6.873 6.886 6.856
logKMHL2 7.524 7.492 7.750
logKMH2L2 7.953 7.958 7.727
H (kcal/mole)G (kcal/mole)S(g) (cal/mole.deg| (0
(cal/mole.deg)
logkML 17.357 -13.810 105.190 104.590
logkMHL -6.497 -9.238 9.089 9.197
logKMH2L
logkKML2 -5.782 -9.434 13.442 12.253
logkKMHL2 7.105 -10.330 58.566 58.499
logkMH2L2 -6.950 -10.920 13.259 13.310
Ni(ll)
20C 25C 30C 40T
logKML 6.807 5.539 6.104 6.119
logKMHL 6.297 8.045 7.763 8.067
logKMH2L
logkKML2 3.852 4,382 4.031 3.888
logKMHL2 8.330 8.178 8.964 9.352
logKMH2L2 7.895 7.645 7.933
H (kcal/mole)G (kcal/mole)5(g) (cal/mole.deg 3(C)
logKML (cal/mole.deg)
logKMHL -14.692 -8.822 -18.241 -18.757
logKMH2L 37.640 -11.630 156.592 157.411
logKML2 ---
logKMHL2 -2.472 -5.605 9.368 10.009
logkMH2L2 24.852 -13.483 122.775 122.473
2.603 -11.437 45.262 44.857
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Co(ll)
20C 25C 30C 40C
logKML - 3.300 3.752 3.557
logKMHL - - 7.714 7.960
logKMH2L --- -—- 7.479 7.709
logKML2 --—- 4.078 4,153 3.358
logKMHL2
logkMH2L2
H (kcal/mole)H (kcal/mole)| [ H (kcal/mole) | [1H (kcal/mole)
logKML 5.268 5.268 5.268 5.268
logKMH! 10.746 10.746 10.746 10.746
logkMH?2! 10.047 10.047 10.047 10.047
logkM!I 2 -22.481 -22.481 -22.481 -22.481
logKMHIL2 5.268 5.268 5.268 5.268
logKMH21 2 Co(ll) Co(ll) Co(ll) Co(ll)
Fe(Il1)
200C 250C 30C 400C
logKML 16.028 16.295 16.74 17.383
logKMHL 3.282 3.336 2.867 2.521
logKML2 4.733 5.820 6.194 5.548
OH (kcal/mole) OG (kcal/mole) 0S(g) (cal/molelde LS(C)
i g ! %//mo/e.deg)
logKML 29.280 -22.366 173.685 173.309
logKMHL -17.928 -4.579 -45.886 -44.795
logKML2 13.937 -7.988 68.301 73.577
Mn(Il)
200C 200C 200C 200C
JogKML
logKMHI i - - -
loaKML2 5.172 5.172 5.172 5.172
OH (kcal/moledH (kcal/mole) OH (kcal/mole)| 0OH (kcal/mole)
JogKML
logKMHI - i . .
Jog KM 2 27.811 27.811 27.811 27.811
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Enhancing Photovoltaic Efficiency through Engine QOil
Coatings: A Comparative Analysis of New, Partially Used,
and Degraded Oils
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Abstract: The efficiency of photovoltaic (PV) systems is significantly influenced by surface
conditions, including contamination, which impairs light absorption and reduces overall
power output. This study investigates the effects of coating a PV panel with Mobil engine oil
in various states and compares the results with those of a clean reference panel. The
experiments utilized a 300 mm x 200 mm PV panel with a nominal power rating of 10 W,
coated with 0.2 liters of oil to ensure uniform coverage. The oil samples included new oil
(O1), halfway-used oil (02), and fully degraded oil (O3). Measurements of power output,
temperature, and solar irradiance were recorded hourly from 8:00 AM to 6:00 PM. The
clean panel exhibited power outputs ranging from 9.02 W to 9.56 W. Coating with O1
resulted in the most significant enhancement, with power output increasing by up to 4.29%
at peak irradiance (9.97 W at 2:00 PM). The O2 coating provided moderate improvements,
with a maximum increase of 1.56% (9.68 W at 2:00 PM). Conversely, the degraded oil (O3)
generally reduced power output, with a maximum decrease of 1.91% (9.23 W at 5:00 PM).
The findings indicates that a uniform application of fresh Mobil oil can reduce light
reflection and improve light absorption, enhancing PV panel performance. However, the
benefits diminish as the oil degrades, underlining the importance of oil quality for sustained
Rg}r{i\’/(v)cr)rp s'??.?g%atlﬂ%sorption, Degraded Oil, Engine QOil Coatings, Photovoltaic (PV) Efficiency, and

Solar Panel Performance
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1. Introduction

Photovoltaic (PV) systems, a cornerstone of renewable energy technologies, have become
an important component in the transition toward sustainable energy solutions. However,
the efficiency of these systems is highly sensitive to external environmental factors,
including surface contaminants and dust accumulation, which can significantly degrade
their performance. Surface contamination impedes light absorption by the PV panels,
leading to reduced power output and efficiency [1-2]. PV system performance can still be
hampered by a number of operational and environmental issues even with major
developments in technology [3]. The accumulation of oil on photovoltaic surfaces is one of
such issue, and it can happen in areas where there is a lot of oil production, transportation,
or use [4]. However, limited research has been conducted on the effect of engine oils, in
various stages of degradation, as potential coatings for PV surfaces. Engine oils are known
to possess unique physical properties, including viscosity and film formation capabilities,
which could offer protection against dust accumulation, moisture ingress, and other
surface contaminants.

Previous studies have explored various coatings, such as hydrophobic films and anti-soiling

agents, to
5%%94%? accumulation of dust and other environmental particles [5-7]. The distribution
dust particles play a crucial role in shading and reducing PV efficiency. The distribution and
deposition
af \AHsh A, igfluenced by factors such as composition, size, shape, weight, and external
conditions, including temperature, wind speed, humidity, and dirtiness. Additionally,

human activities,
ggp&%%ﬂgﬁions and natural events like volcanic eruptions contribute to increased dust

on PV panels [8-9]. Smaller particles cover a larger surface area compared to coarser

particles,
SMIQIEng radiation absorption and negatively affecting PV performance [10-11]. Fine

exhibit greater stability and concentration on surfaces than coarse ones [12-13], resulting

in increased
H%EFa%jgf(%ri\O@' particularly at shorter wavelengths, and higher radiation loss [14]. This

exacerbated in high-humidity conditions, where microscopic dust particles adhere to

surfaces, forming
sticky films that are resistant to removal by natural forces such as wind [15].
Several studies have investigated the factors that result to lower solar PV energy

In Saudi Arabia, PV panels tilted at 26° accumulated 5 g/m? of dust in 45 days, leading to a conduc
peddcidtoryfvapiEresimately 20% [21]. Similarly, in Kathmandu, accumulated dust on PV panels o

HYSMARHHESERRaEAH B BARFnE Y LiNGI B RUsT I HSE DA 8h 8 PR O et al.

investigated the effects of five air pollutants—red soil, ash, sand, calcium carbonate, and
silica—on the

PsyfREBARSR plegradation of multicrystalline PV modules. Their findings revealed that
voltage and power are directly linked to the type and quantity of deposited pollutants.

Among these, 137
asRigaysed the most significant voltage reduction, reaching 25%, followed by red soil,
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The coating of fresh oil to photovoltaic (PV) surfaces forms a thin layer that minimizes solar radiaf
reflection, potentially enhancing PV efficiency by capturing more radiation and improving energy
conversion [23]. However, the physical and chemical properties of oil change as it is used. Partiall
used oil, containing particles, combustion byproducts, and impurities, can increase opacity, furthe
reducing light transmission. This diminishes the PV system'’s efficiency while altering the interacti
between the oil and the PV surface [24].

Because oil coating has a major effect on the efficiency of solar energy conversion, it has been

extensively researched in relation to photovoltaic (PV) systems. Mustapha et al. [25] addresses
general ideas behind how light transmission obstruction and localized heating caused by surface

impurities, such as oil, might lower PV performance. Surface contamination, especially with fresh
can drastically reduce photovoltaic performance because of its high refractive index, which enhe
solar reflection and scattering [26]. The methods by which oil pollution, even in trace levels, «
obstruct light absorption and raise surface temperatures, resulting in rapid material degradatio
studied in [27]. Research conducted by Adinoyi et al. [28] emphasizes the unique difficulties cause
oil residues from industrial pollutants, pointing out that even a thin layer of new oil can cause a

reduction in PV cells' energy production. In a similar vein, Cristaldi et al. [29] found that oil polluti
in cities can significantly reduce photovoltaic panel efficiency, requiring frequent cleaning to pres:
performance. As Mani et al. [26] highlight, partially used oil further lowers light transmission and |
the danger of thermal stress on PV cells due to its mixture of combustion byproducts and particle
impacts of used oil on photovoltaic performance were studied by Sanjeev et al. [30], who discov
that the presence of carbonaceous particles can cause significant efficiency losses as well as the
degradation. Pareek et al. [31] investigated how completely degraded oil, which has a high leve
impurities, significantly lowers optical clarity and creates stains that are difficult to remove. The Ic
term impacts of such oil as highlighted in [32] present film which require more thorough clear
techniques and raise maintenance costs. Lastly, Al-Housani et al. [33] proposed that improving
durability of PV materials and creating efficient cleaning methods are critical to reducing the nege
impacts of oil contamination on PV systems.

While many of the existing studies consider the effects of various soil, dust, and shading on PV ou

few have examined the impact of oil coating, and none have considered the effect of oil in respe
its state of degradation. This study contributes to the feasibility of using engine oil coatings to enh
PV efficiency, focusing on a comparative analysis of three distinct types of oils: new (01), halfwa
used (02), and completely degraded (O3). Experimenting and analysing the impact of coating the
engine oil in these three states to the surface of PV panels make this study novel. The study comp
the power output of PV panels with engine oil coatings to that of uncoated, reference panels to
determine whether these oils can provide a viable solution for improving PV system efficiency.

2. Material and methods
A.Materials Employed

A 10W, 22.05V, 0.63A photovoltaic (PV) panel is one of the materials used in this study to
assess how dirt and oil coatings affect solar PV performance. To guarantee an accurate
estimation of sun exposure, solar irradiance is measured by a solar power meter. A digital
multimeter is used to measure electrical properties like voltage, current, and power output.
While a fine and uniform oil coating is produced using a bottle sprayer.
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Furthermore, in order to comprehend the effects of heat on PV performance, non-contact
temperature measurements of the PV panels and the surrounding environment are
provided using a Model GP-200 infrared thermometer. Among other things, Table 1
summarised the equipment employed in this study and Figure 1 shows the items utilized

in this experiment.

Table 1. List and Specification of the equipment used

ment rations onal Information
pltaic Panel mum Power (P_max): 10W Type: Polycrystalline/Monocrystalline
Circuit Voltage (V_oc): 22.05V gerature Coefficient (Voltage): -0.36%
Circuit Current (I_sc): 0.63A nsions: (300mm x 200mm)
AQCREdTYe-18% ht: Approx. 1.2kg
i me: Aluminum alloy for durabili
ght
ed Thermometer I: GP-200 urement Range: -50°C to 550°C|(-5
nacy: £1.5% or £1.5°C ution: 0.1°C
givity: Adjustable (0.1-1.0) nce-to-Spot Ratio (D:S): 12:1 (for|a
onse Time: <500ms s from a distance)
urement Range: 0-1999 W/m? ny Type: Typically uses 9V battery
Power Meter dtion: 1 W/m? facy: +5%
ay Type: Digital LCD
r Type: Silicon photodiode 1 Supply: 9V battery

I

ial: Plastic (HDPE or PET)

City: 500mL-1L

Uniformity: Produces fine and cons]

cations: Used to apply uniform ¢
Sten ; o
ed experimental conditions
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uits)

Multimeter i% Measurement Range: 0-1000V (DCent Measurement Range: 0-10A (D
gr Measurement Range: Calculated baracy: Typically +0.5% for voltage,
and current ranges
gy Type: Digital LCD ry Type: 9V
ional Features: Continuity buzzer, diodee gory Rating: CAT III/CAT IV
ce measurement ds for measuring high-energy cirq
$prayer Manual trigger sprayer e Type: Adjustable (mist, stream)

oati
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10W, 22 05V, 0634 PY igital Mulfimeter for
panesl measurninn power, current
and woltage of PW Solar power meter for solar
imradiance measurement

Materials Employed

Botiie sprayer for oil Model GP-200 Infrared
coating on PW Thermometer
pansls

Figure 1: Materials used

B. Experimental Setup

Photovoltaic panel: In this study, we utilized photovoltaic (PV) panels with specific
characteristics designed to provide consistent and reliable performance. Each panel has a
maximum power output of 10W, a short circuit current (I_sc) of 0.63A, and an open circuit
voltage (V_oc) of 22.05V. The power tolerance is +5%, indicating that the actual power
output can vary by up to 5% from the specified maximum power. A total of four PV panels
were used in the experiment, divided into two groups to assess the impact of different oil
coating on their performance. The installation of the PV panels was conducted at Mewar
University, located at coordinates 25.0328° N latitude and 74.6366° E longitude. This
location offers a conducive environment for solar energy experiments due to its ample
sunlight exposure throughout the year. To optimize the solar energy capture, the panels
were installed at a tilt angle of approximately 25 degrees, corresponding to the latitude of
the location which is ideal for maximizing sunlight exposure during peak hours [34].

The effective solar irradiance that reaches the PV cells is decreased when oil contamination

occurs on
E’a\{(ﬁ.}gfﬁfgs. Reduction factor (R o) can be used to model the effect of oil pollution by
account the transmf&<ividy 168 {ahisel 8}) oil. The kind and de(g?'e)e of oil deterioration

determine this
Yénepe frefitis the effective solar irradiance; Ro is the oil contamination reduction factor, which var

depending on the kind and degree of degradation of the oil. Empirical evidence from [26] demons
how effective solar irradiation decreases as oil content and deterioration rise.
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The incident solar radiation can also be impacted by the reflectance of the PV surface, which is alt
by oil pollution. Given reflectance, the effective solar radiation is determined by:

Geff,ref=Gx(1-R0O)(1-Rf) (2)

Where Rfis the reflectance factor due to oil, which varies based on the oil's optical properties.

When these variables are combined, the oil-contaminated PV module's output power can be writ
follows:

Pout=Geff,refx(1-R0O)xAxn(T) (3)

Where Pout is the output power of PV, Geff,ref is the effective reflectance solar radiation, A is the ar
of PV, 5(T) is the efficiency of the PV module at temperature T.
Oil Samples: Three types of Mobil engine oil were selected to study their varying impacts on PV pai

performance: A New Mobil Engine Oil sample (O1) was obtained by purchasing a new container «
Mobil engine oil, representing oil in its pristine, unused state. Moreover Half-used Mobil Engine C
sample (0O2) was taken as the second sample after the oil had been used in a generator for four
with each day 12 hours of operation. At this halfway point, the oil had started to accumulate impu
making it a representative sample of oil in mid-usage. Finally completely Used Mobil Engine Oi
sample (O3) was the final sample which was collected after the oil had been used for eight days \
each day 12 hours of operation, aligning with its typical lifespan in the generator. This sample rep|
oil that is heavily contaminated and turns dark at the end of its usable life. The oil samples are st
in figure 2 and their properties are summarised in Table 2.

Qil sample (O1) Qil sample (©2) Qil sample (C3)

Figure 2: Various Mobil oil samples used for PV coating
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Table 2: Summary of the Mobil oil samples properties with respect to degradation [35]

Property New Mobil| Half-used Mobil Engine Oil Completely Used Mobil
Engine Qil| (02) Engine Oil (O3)
(O1)
Source Purchased new Collected after 4 days of | Collected after 8 days of
generator use generator use
Appearance | Clear, amber | Slightly darker, with impurities Dark, with visible
High Medium impurities and sludge
Viscosity Pristine Low
Oil Condition no Moderate level of contaminants High level 0
Oxidation contaminants + : e I il
bt LOW Moderate CUTTtarrirarics l_llsll
Level Lok
Wear etats—None Cow to moderate HER
Content
ALt Significant
AUUItVE None Moderate e
Depletion
n L aval
" Neutral Slightly acidic More acidic
Water
Content None Low Moderate
Acid-Number
Low Moderate High
Lubricity
T Excellent Reduced Poor
Smell Mitd-petroteuny Stightly burnt smett Strong burnt smelt
Usage Impact smell ST L :
Fresh and cleaf Shows signs of usage and ”Cgv"]}'l.‘];‘efg'd”c”' Hedtitis
degradation enaotiite

C. Experimental Procedure

After setting up the materials, the procedure of this work starts by isolating a reference
panel that was left uncontaminated. In order to correctly evaluate the impact on solar PV
performance, an even and controlled layer of oil coating was applied to the PV panels in
this investigation using a brush. Applying paint precisely while preserving uniform
thickness and dispersion throughout the panel surface is made possible by the brushing
technique. This control is essential because uneven application could result in inconsistent
shading effects, making it more difficult to isolate the performance impact of the oil layer
[36]. Using a brush, oil samples O1, 02, and O3 were carefully applied to the PV panels.
Lastly, the combined effects of oil pollutants on solar PV performance were examined
using an oil-coated PV panel; the brush ensured a consistent base layer and a uniform
application.
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Clean/reference panel Panels with oil samples 01, 02 and O3 respectively

Figure 3: Experimental procedures

For the experimental grouping, the 4 PV panels were categorized as follows: one panel was kept

and uncontaminated to serve as the control. Another three panels were coated with Mobil oil
various degradation levels and their impacts were assessed. This arrangement allowed for a
comprehensive analysis of how Mobil oil with different degradation levels affects PV panel
performance. The performance of the contaminated panels was compared against the control p
quantify the efficiency losses attributable to each type of contaminant. Furthermore, the quantity
samples used was precisely measured to ensure consistency and reliability in the experimental re
For the oil coating, 0.2 liters of oil were applied uniformly to three separate panels. Oil samples {
02, and 0O3) each with 0.2 liters were distributed across three panels respectively.

D. Performance Measurement

The performance of the PV panels was monitored hourly from 8:00 AM to 6:00 PM daily.
During each hour, the power output was measured and recorded using a multimeter,
solar irradiance was measured using a solar power meter, and temperature was
measured with a Model GP-200 Infrared Thermometer. This experiment was conducted
over a period of 30 days, and the average values of the measured variables were
determined and presented in this work.
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The percentage change in the power output of the PV was calculated using the following equatior
the results are presented in this study:

Pwith oil-Pclean

%APO=pcToan *X100% (4)

Equations 1, 2 and 3 represent the percentage change in power of PV when the samples are ap

where %APO is the percentage change in power of PV with soil samples, with oil samples and with
soil samples respectively. And also Pclean and Pwith oil are the power output of the reference PV
that with oil respectively.

3. Result and discussion

A. Result of the PV Clean/reference Output Power

As shown in Table 3, the 10W PV panel experiment demonstrated a strong correlation
between temperature, solar irradiation, and the panel's performance. Both temperature
and irradiance climbed between 8:00 and 18:00, reaching their maximums at 14:00 with
values of 1250 W/m2 and 42°C, respectively. In accordance with this, at 14:00 the power
production peaked at 9.56 W, little less than the 10 W specified, most likely as a result of
inefficiencies due to manufactures and real world uncertainties. It is evident that the PV
panel exhibited good efficiency and dependability in a range of daytime situations, as it
maintained a consistent power production near its peak capacity despite the fluctuations.

Table 3: Operating conditions of the PV system and its power output

Operating conditions | Clean PV

Time | Temp. | Irrad. | ISC(A) | PO (W)
(Hrs) | (0C) W/m | 0.38 9.02

8 31 2 039 [9.12

9 32 225 1042 [9.26
10 34 307 10.45 9.34
11 35 477 0.49 9.43

2 [ 36 5T0 1051 [9.49
339 7831054 [9.56
T4 &2 1081052 [9.52
15~ 40 125077050 |9.47
6 [ 37 25048 (941
735 5741040 [ 922
18 33 622

349
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Figure 6: Average power output of clean PV per hour

LA

The clean PV system's operational parameters and accompanying power output are shown in Ta

By 8 AM, the temperature is 31°C; by 2 PM, it reaches its highest point of 42°C; by 6 PM, it ha
dropped down to 33°C. In a similar vein, solar irradiance peaks at 1250 W/mz at 2 PM, falls to 3
W/m2 by 6 PM, and begins at 225 W/m?2 at 8 AM. With a range of 9.02 W from 8 AM to 9.56 W at :
PM. The average hourly temperature fluctuation is shown in Figure 4, which also shows the nor
daily temperature profile with a peak in the early afternoon and a decrease in the evening.
Understanding this temperature profile is crucial to comprehending the PV system's thermal proy
and how they affect efficiency. The average hourly variation in solar irradiance is depicted in Figur
where a bell-shaped curve peaks at midday. This variance has a direct impact on the PV system's «
input, which in turn determines the power output. The clean PV's average power output per hc
shown in Figure 6, which shows that even in the face of temperature and irradiance variations
power output is largely constant. This demonstrates how well the PV system performs in transfor
solar energy that is readily available into electrical power. The data in Table 1 indicate that b
temperature and solar irradiance significantly influence the power output of PV panels. The hig
power output corresponds to the periods with the highest temperature and irradiance, confirmi
optimal PV performance is closely linked to these environmental conditions.

B. Pearson Correlation Analysis of the effect of Temperature and Irradiance on PV output

To calculate the Pearson correlation coeffigipbttween variables, we use the following formula:
s - Ty -7 (5)
VI(x-9%3 (yi-77)

v

Where: xi and yi are individual data points of variables X and Y.

77 and 77 are the means of X and Y, respectively.

146



The Islamic University Journal of Applied Sciences (JESC), Issue Il, Volume VI, December 2024

Now the Pearson correlation coefficients for the relationships between the following were calcu
and the results are summarized in T:

1. Temperature (°C) and Power Output (PO):

2. Irradiance (W/m2) and Power Output (PO):
3. Temperature (°C) and Irradiance (W/m2):

Table 4: Summary of the Pearson correlation coefficients

Pearson
. Correlation .
Parameter Pair Coefficient Interpretation
()  0.931
Temperature (°C) and Power Output (V)938 Strong positive
Irradiance (W/m?) and Power Output (W),5q correlation Strong
Temperature (°C) and Irradiance (W/m?) VGsytlve'Gtmroﬂlgtlorp05|t|ve
correlation

stronger as shown in Table 4. This make irradiance as the dominant factor influencing PV
performance, as it directly determines the energy available for conversion into electricity.
The near-linear relationship confirms that within the tested range, power output scales
proportionally with irradiance. From a comparative standpoint, the relationship between
irradiance and power output is more direct and predictable than the relationship between
temperature and power output. Irradiance is the dominant parameter, as indicated by its
slightly higher correlation coefficient, suggesting that efforts to optimize PV system
performance should prioritize maximizing irradiance exposure.

Conversely, the very strong correlation between temperature and irradiance reflects the challen,

disentangling these effects in performance analysis, as their combined influence can complicat
assessment of each factor's independent impact.

While both temperature and irradiance positively correlate with power output, irradiance demon:

a slightly stronger and more consistent influence. The very strong correlation between temperatu
irradiance further confirms their interdependence in natural operating conditions. These emphas
importance of addressing both irradiance optimization and thermal management to achieve ma:
PV efficiency. The coefficient of 0.979 between temperature and irradiance demonstrates a very s
positive correlation. This reflects the inherent link between these two environmental paramete
higher irradiance typically leads to increased ambient temperatures. This strong association unde
the role of irradiance as the primary driver of thermal effects observed in the PV system. Such ins
are critical for accurately modeling environmental influences on PV performance.

C. Result and Discussion of PV Output Power with Oil Samples
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Table 5: power output of PV for various oil samples

Operating conditions | Clean PV | Oil samples (10g) each
01 02 03 01 02 03
Time [ Temp [ Irrad. | PO (W) POT (W) PO2 (W) PO3 (W) POT (%) | PO2 PO3
(Hrs) | . (0C) | W/m
8 9]31 32[2225]9.02 9.35 9.15 8.96 3.66 (%) (%)
10 [34 351307 9.2 943 [921 |900 |3.40
1T 36 39477 9.26 9.48 9.27 9.11 238 .44 -0.67
o | ae 2021V ]934 952 [935 |916 |1.93 [099 [-132
o [2r e res 1943 961 946 [9.26 [1.91 [OTT [-T.6Z
L S B ) 986 |953 937 |045 |01 [-1.93
2 i1on | 956 9.97 9.68 9.50 4.29 U.52 -U.02
1> aza | 952 9.90 9.57 9.41 3.99 0.41 -1.26
1= 7oy | 947 9.74 [9.49 9.31 2.85 100 -U.63
249 | 947 9.58 9.43 9.23 1.81 U.o3 “T.16
9.22 9.50 9.30 974 [ 3.04 U.21 169
U.Z1 =1.I1
0.87 -0.87
POWER OUTPUT OF PV WITH VARIOUS OIL SAMPLES
PO1 (W) PO2 (W) =i PO3 (W)
10.2
10
S 98 o
'._-; o6 g ’
E ga S e
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TIME [HRS)

Figure 7: Power output of PV with various oil samples
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Figure 8: Percentage change in power output of PV with various oil samples

The results, presented in Table 5 and visually detailed in Figures 7 and 8, illustrate the nuanced ef

of these oils on the energy conversion efficiency of PV panels. At 8:00 AM, under relatively lo
irradiance (225 W/m?2) and moderate temperature (31°C), the clean PV panel generated 9.02 W.
Applying new oil (O1) increased the output by 3.66% to 9.35 W, attributable to its ability to forn
thin, uniform layer that enhances light absorption by reducing surface reflection. The halfway-use
(02) increased power output by 1.44% (9.15 W), indicating the retention of some beneficial opti
properties. However, degraded oil (O3) slightly decreased the output by 0.67% (8.96 W), likely due
impurities and reduced transparency. At midday (12:00 PM), under heightened irradiance (783 W
and temperature (36°C), the clean panel produced 9.43 W. New oil (O1) further improved outpu
1.91% to 9.61 W, while halfway-used oil (02) yielded a marginal increase of 0.32% (9.46 W). The
degraded oil (O3) produced a negligible change (-0.02%) at 9.26 W. These results suggest that hig
irradiance amplifies the impact of oil properties, with new oil maintaining its advantage while deg
oil demonstrates minimal benefit.

At peak irradiance (2:00 PM), under extreme conditions (1250 W/m?, 42°C), the clean panel output

9.56 W. New oil (O1) exhibited its maximum effectiveness, enhancing power output by 4.29% to 9
W, underscoring its ability to optimize light absorption during peak sunlight hours. The halfway-L
oil (02) increased output by 1.56% to 9.68 W, while degraded oil (O3) led to a slight decrease of 0.t
(9.50 W), reflecting its diminished efficacy under intense conditions. By 6:00 PM, as irradiance dro
to 349 W/m2 and temperature decreased to 33°C, the clean panel produced 9.22 W. The new oil
maintained a positive impact, increasing output by 3.04% (9.50 W). The halfway-used oil (O2) prov
a modest boost of 0.87% (9.30 W), whereas degraded oil (O3) caused a slight reduction of 0.87% (¢
W).

New Mobil oil (O1) consistently improved power output across all conditions, with a maximum

increase of 4.29% during peak irradiance. This improvement is attributed to its optical properties,
as reduced surface reflection and enhanced transmission of sunlight to the PV cells.
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The halfway-used oil (O2) exhibited moderate improvements, retaining some of the
properties of new oil but with reduced efficacy due to impurities. Degraded oil (O3),
characterized by opacity and uneven coverage, generally reduced power output, especially
under high irradiance, highlighting its counterproductive impact on PV efficiency.

The observed power changes due to oil coatings (4.29%, 1.56%, and -1.91%) fall within the £5% po

tolerance of the PV panels; however, the consistency and reproducibility of these changes across
varying irradiance levels and temperatures strongly suggest that the effects are attributable to
coatings rather than measurement inaccuracies. The instrumentation used, including calibratec
power meters and multimeters, ensured high measurement precision, while repeated tests unde
controlled conditions confirmed the trends. Additionally, while used oil (O2 and O3) may cont.
contaminants such as metal particles from engine wear, which could affect the optical properties

coating, these represent realistic environmental conditions for areas exposed to oil residues.
D. Real-Time Applications

This study has significant implications for real-world scenarios. The findings suggest that
applying new or moderately used engine oil to PV panels could serve as an inexpensive,
temporary method to enhance performance in areas with less dust or dirt accumulation.
For instance, in arid or industrial regions, where frequent cleaning is impractical, such
coatings could improve energy yield without requiring advanced maintenance solutions.
However, the diminished effectiveness of degraded oil underlines the importance of using
clean, high-quality materials to avoid counterproductive results. Furthermore, these
insights are valuable for optimizing PV systems in hybrid configurations, such as microgrids,
where maintaining high efficiency is critical for balancing energy supply and demand.
Policymakers and renewable energy developers can use these findings to develop cost-
effective strategies for improving PV performance in challenging environments, ultimately
contributing to greater energy security and sustainability.

4. Conclusion

In conclusion, this study demonstrates that applying Mobil engine oil as a coating on
photovoltaic (PV) panels can influence power output, with new oil (O1) enhancing
performance by up to 4.29%, partially used oil (O2) showing moderate improvements, and
degraded oil (O3) leading to slight reductions. These effects are attributed to the optical
properties of the coatings, which impact light absorption and reflection. While the observed
changes fall within the PV panel's +5% power tolerance, the consistent trends confirm the
coatings’ role in modulating performance. This research confirms the potential of thin-film
coatings to enhance PV efficiency and underscores the importance of mitigating
environmental contaminants like oil and dust that can degrade performance. Future
research should investigate the combined effects of oil and particulate matter on PV
efficiency under realistic field conditions, explore advanced coatings with self-cleaning or
anti-reflective properties, and develop automated maintenance systems to ensure optimal
panel performance in diverse environments.
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Abstract: Fish has a high nutritional value since it contains a range of vital metals,
making it an important dietary ingredient. Recognizing the levels of essential metals in
fish is crucial for preserving consumer health. This study aimed to examine the levels
of four essential metals; Sodium (Na), Magnesium (Mg), Potassium (K), and Calcium
(Tg), BadighAspleid esiogl Riatad AtomiaAisiompackeSpecteaphdttenttep gFaas)leopardus had
the highest levels of Mg (1140.0 £+ 7.20 mg/kg) and Ca (1842.8+ 3.30 mg/kg), while
Sphyraena flavicauda and Scomberoides lysan species had the highest levels of K
(7729.3+141.66 mg/kg) and Na (1990.8+5.24 mg/kg), respectively. The results showed
that the average levels of the minerals studied in fish species were 1402.6+9.05,
706.2+2.86, 5018.9+90.47, and 672.2+4.93 mg/kg for Na, Mg, K, and Ca respectively.
Minerals concentrations in fish species declined in the following order: K > Na > Mg >
Ca. The obtained results revealed that the average levels of Ca and Mg in all examined
fish species were within the FAO's acceptable limits, however, K and Na levels were
slightly higher in three species for each element. Additionally, The Na/K ratio was
found to be less than one (< 1) in all fish species under investigation. Our results
demonstrated that ingesting the selected fish species can support a balanced,
healthful diet and may be used to treat hypertension and cardiovascular disease in
humans.

Keywords: Essential Minerals Macroelements, Fish species, FAAS, Jazan, Saudi Arabia
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1. Introduction

The quality of food is becoming increasingly important due to the growing consideration of
the health benefits and risks of food consumption [1, 2]. Among the foods consumed in
numerous countries is fish [3]. Global fish production increased to 179 million tons in 2018,
and each person is thought to consume 20.5 kilograms of fish annually [4]. Recently, fish
have received much interest as a food source due to their essential nutrient content that
can fulfill a considerable portion of the daily requirements of humans [5].

Fish contains high-quality proteins, carbs, vitamins, micro and macro elements, low fat and

cholesterol,
and Fés_sﬁntial fatty acids, including omega 3, constituting a crucial component of a healthy
Important components of fish muscle include heavy metals, microminerals, and macro

minerals. The
human body benefits greatly from consuming them through meals. While some macro and
microminerals are beneficial to humans and required, others are harmful [10]. Therefore,

fish
cppsumption has beneficial health effects, such as a reduction in the incidence of diabetes
cardiovascular diseases, normal neurodevelopment, adequate enzyme reactions in

metabolism, and an
F@Eﬁ?ﬁ?e in antioxidant activity [11, 12].As a result, global consumption of fish has been

increasing [13]. The content of essential minerals, especially calcium, phosphorus,

magnesium, and potassium is in

Errggu%gﬂjuitgses in the fish [14]. Many aspects, including age, the organism's nature and
relationship to other foods, its mineral consumption, and its growth and nutrition adaption,
affect fish's

mineral intake [15, 16]. Studies on the mineral elements in living organisms have biological
significance since most of these elements are involved in the metabolic processes of the

body and are

essential for all living beings [17]. The most important mineral elements are calcium,
magnesium,

potassium, sodium, and phosphorus [18]. The macroelements magnesium, calcium,

potassium, and sodium are essential and have a vital role in
QH@?&IT@‘?&W [19], but all elements are harmful at excessive levels [20]. The Na/K ratio is

indicator for preventing or treating hypertension and cardiovascular disease [29]. For

example, based
B@("r‘g 'Q e cohort studF/, Du et al E321] dis ?vered s},atis,ticall significant associations
14 |0£t|zed water 'produced %a Milli-Q purificatio %st m was em? o%e to
BrepsRilibo® StARRIIFNSBIURIG SAfHUIRe S igathE! s A LV R AR aBeCHitRPCS iRl
iehreasiaeoahced from Sigma-Aldrich, was utilized to prepare the fish sample for analysis.
W PordardnsQNEirNsatier Kins@dised Ipprrelédenely (thaEmRnNal RGO &hdofiiVR
- K, 8 ain 0,5% (v/v) Hl\tlé)?). All - i )
|SairenirgsrelRsioupith Rired eaeseire. MinRCeforsidrs smodialdordetarming thadevelaf
c% é‘_@@% fish species to evaluate the potential advantages and possible negative
or consumerglﬁggl?ﬁ. qfhtep%rr?ll%gtry goals c%f5t8he current study were to determine the level
of Na, Mg,
K and Cain six fish species that were collected from fish markets in lazan Citv. Saudi Arabia



The Islamic University Journal of Applied Sciences (JESC), Issue Il, Volume VI, December 2024

2.2. Sample collection, preparation, and digestion

The fish species: Plectropomus leopardus; Atule mate; Sphyraena flavicauda; Scomberoides
lysan; Scombridae, and Carangoides bajad used in this study were collected in polystyrene icebc
a fish market in Jazan City, Saudi Arabia. After that, the samples were cleaned with deionized wa
put in polyethylene bags, and kept at -20 °C until the tests were completed.

The methods outlined in Periago et al. were used to extract the minerals under investigation fror

species for analysis from the dorsal muscle tissues[23]. For fish sample digestion, 5g of dry weight
carefully weighed into a crucible and then put in a cool muffle furnace for digestion. The tempera
of the muffle is progressively increased to 450-500°C and kept there all night. 5 mL of HNO3 v
carefully added and mixed after the samples were removed and allowed to cool to room tempel
Gently evaporate until it's totally dry. To dissolve the ash, carefully boil the liquid after adding 10 |
of 1N HCl. The digested samples were then diluted to a final amount of 50 mL using deionized wz
After that, the diluted solution was filtered and introduced to FAAS to detect the metals under
investigation [24].

2.3. Essential macrominerals analysis

Metal levels were determined using FAAS (nov AA 350, Analytik Jena, Germany) in which
acetylene gas and air were used as fuel and oxidizer, respectively. Metals concentrations
were determined with the support of calibration curves. Calibrations were done by using
standard solutions following the manufacturer's protocol. A hollow cathode lamp of Na,
Mg, K, and Ca was employed as a light source at wavelengths 589, 285.2, 766.5, and 422.7
nm and a slit width of 0.8, 1.4, 0.8, and 1.4 nm respectively for analyzing the
corresponding metals. A Particular volume of standard stock solution (1000 mg L-1) for
each metal was dissolved in acidified MilliQ water to produce new working standard
solutions within the appropriate concentration range to generate metal calibration curves.

2.4. Analytical method validation

This study examined validation parameters for analytical procedures based on
recommendations from prior studies [25-28]. Validation parameters, such as linearity,
accuracy, precision, limit of detection (LOD), and limit of quantification (LOQ), were
evaluated. To assess the method's linearity, calibration curves for Na, Mg, K, and Ca were
created. The correlation coefficient (R2), slope (S), and intercept (b) were calculated. The
method's accuracy was tested using samples spiked with known Na, Mg, K, and Ca
standards. Limits of detections (LODs) and limits of quantifications (LOQs) were calculated
based on the standard deviation of the response (SD) of the calibration curve and the slope
of the curve (S) using Eq. 1 and 2 [29]:

3%SD

LOD =S— (1)
10 *SD

LOD = (2)
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3. Results and discussion

3.1. Analytical method validation

The method's applicability for determining the selected metals in fish species
was verified using important parameters such as FAAS calibration, linearity,
Accuracy (recovery), Limits of detections (LODs), and limits of quantifications
(LOQs). Calibrations were done by using standard solutions and shown in Fig. 1.
The concentrations of each metal were determined with the support of its
calibration curve. Linearity was examined for each element using the correlation
coefficient of the corresponding calibration curve. The correlation coefficient
(R2) determination was calculated using the least-square analysis and
summarized as shown in Table 1. Accuracy was examined for each element
studied by computing the Recovery (R%) and summarized in Table 1. The
correlation coefficient (R2) values clearly show a good result ranging from 0.997
to 0.999. Recovery values show good results ranging from 97.58 % to 100.25 %
falling within the recommended 80 -120% [30].

The accuracy results demonstrated that the analytical method was accurate for

the
9&%‘]'@?%&?@ of the investigated minerals in the investigated samples. The
examined in triplicate and the relative standard deviation was computed as shown

in Table 1.
mgréﬂﬁ%‘%j&rﬁég ranged between 0.8 % and 7.1 % as Table 1 indicates.

stated that the analytical method exhibited good precision based on the obtained

RSD values.
These results were also confirmed by the limits of detection (LODs) and limits of
quantification (LOQs) as shown in Table 1. The LODs and LOQs values range from

0.035to
0.899 mg/kg and 0.11 to 2.99 mg/kg, respectively.
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Fig. 1. Calibration curve of the investigated mineral macro-elements

Table 1: Summary of validation parameters; correlation coefficient (R2), Mean recovery
(R%), Mean precision, and limits of detection (LODs) and quantification (LOQs) for each
studied metal.

Metal relation coefficientu racy (Recovery) (Precision LODs LOQs
(RSD%) (mg/L) (mg/L)

Na 0.999 101.2 0.8 0.899 2.99

Mg 0.999 100.25 1.46 0.035 0.11

K 0.998 97.58 7.1 0.38 1.17

Ca 0.997 98.14 4.01 0.330 1.10

3.2. Essential minerals analysis

The concentration of essential minerals under investigation in fish species (mg/kg
dry wt.) is shown in Figure 2. As noted in Figure 2, the current investigation
provides information on the level of four metals; Na, Mg, K, and Ca —found in six
distinct fish species. In this investigation, The level of the minerals analyzed
increased in an ordered sequence: K > Na > Mg > Ca. Potassium had the highest
concentration (7729.3 mg/kg) in the Sphyraena flavicauda, whereas Ca had the
lowest concentration (259.4 mg/kg) in the Carangoides bajad.
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Calcium

Calcium is involved in the strengthening of bones and teeth, blood clotting,
and muscle contraction. It is also involved as a cofactor in metabolic and
enzymatic processes [31]. Fish is a rich source of this microelement [9].
Calcium levels in the investigated fish species ranged between 259.44 +3.06
and 1842.81+3.31mg/kg with a mean value of 672.2 mg/kg. Carangoides bajad
muscle had the lowest calcium content (259.44 +3.06 mg/kg) while
Plectropomus leopardus species had the highest calcium content
1842.81+£3.31mg/kg. All fish species under investigation had calcium content
within the permissible limits set by FAO (8810 mg/kg). The Ca values observed
in the current study are similar to previous investigations that showed
comparable Ca concentrations in fish consumed in Douala, Cameroon (710
mg/kg), and fish from the Northeastern Mediterranean Sea (728.55 mg/kg)
[32]. On the other hand, other studies found higher Ca levels in Ethmalosa
fimbriata fish (4680.05 mg/kg)[33], fish from marmara sea (8483.78 mg/I)[34].
Conversely, previous investigations found lower Ca levels in llisha africana fish
from the Cameroon coast (462.78 mg/l) [33], and fish from Manipur, India
(93.5-242.5 mg/l) [18].

Magnesium

Magnesium activates more than 300 enzymes in the body and plays a role in
energy metabolism, tiredness reduction, nervous system function, and cognitive
abilities like focus, reasoning, and memory [27]. Magnesium in large levels can
increase the risk of heart disease and stroke [35]. Inadequate magnesium intake
can disturb physiological activities, leading to weariness, tension, and muscular
diseases. It can also cause dizziness, nausea, and light- headedness, creating a
sense of fainting, slowing blood clotting, and causing several diseases, such as
osteoporosis, and anemia [9, 28]. Magnesium levels in the investigated fish species
ranged between 327.98 + 0.6 and 1140.97+ 7.19 mg/kg with a mean value of
706.23 mg/kg. Atule mate muscle had the lowest magnesium content (327.98 +
0.6mg/kg) while Plectropomus leopardus species had the highest Mg content
(1140.97+ 7.19 mg/kg). All fish species under investigation had magnesium content
within the permissible limits set by FAO (4520 mg/kg). On the other hand, a
previous study found higher Mg levels in fish from the Northeastern
Mediterranean Sea (1658.9 mg/l) [32]. Conversely, another one found lower Mg
fev@ilgrim the fish from eastern Poland (97.6-226 mg/I)[36].

Sodium is an essential nutrient that regulates blood pressure, balances acids and
bases, and supports muscle and nerve function. It plays a vital role in
transporting molecules and retaining water [23].

Sodium is involved in the maintenance of normal cellular homeostasis and in the

regulation
8&.%1& Qgtqoﬁlectrolyte balance and blood pressure (BP). Its role is crucial for

and is equally important for the excitability of muscle and nerve cells and the

transport of
nutrients and substrates through plasma membranes [24].
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The excess of sodium causes hypertension, heart failure, decompensated liver
cirrhosis, renal failure diseases, chronic kidney disease, and gastric cancer [25].
Sodium deficiency can cause water retention issues, heart, kidney, liver, and
hormone diseases, as well as severe neurological issues, including coma [37].
Sodium levels in the investigated fish species ranged between 855.95 + 5.1 and
1990.75 + 5.2 mg/kg with a mean value of 1402.61mg/kg. Atule mate muscle had
the lowest Sodium content (855.951+ 5.1 mg/kg) while Scomberoides lysan species
had the highest Sodium content (1990.756 + 5.2 mg/kg). As shown in Fig. 2 the
sodium content in Plectropomus leopardus, Atule mate, and Sphyraena flavicauda
fish species was within the permissible limits set by FAO (4520 mg/kg). Conversely,
Scomberoides lysan, Scombridae, and Carangoides bajad fish species had sodium
content higher than the permissible limits set by FAO. The Na values observed in
the current study are similar to a previous study that showed comparable Na
concentrations in fish from the Cienfuegos Bay (1301 mg/kg ) [38].0ther studies
found higher Na levels in fish from the Mazurian Great Lakes, Poland (1483-3285
mg/l) [39], and in fish from Red Sea (1800 mg/kg)[5]. Conversely, a previous study
found lower Na levels in fish species marketed in Varna (625.24 mg/I)[9].
Potassium

Potassium plays a role in enzyme activation, muscular contraction, osmotic
regulation, membrane transfer, maintaining osmotic pressure and acid-base
balance, and regulating osmotic pressure within the cell [23]. Excess potassium
levels in the blood can lead to life- threatening cardiac rhythm abnormalities.
Insufficient potassium intake can cause muscle weakness, paralysis, and
respiratory failure [23].
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Figure 2. Concentration of essential macro elements under investigation in the
selected fish species

Potassium levels in the investigated fish species ranged between 3532.083+ 108.67 and

7729.331+ 141.66 mg/kg with a mean value of 5081.82 mg/kg. Atule mate muscle had
lowest potassium content (3532.083+ 108.67 mg/kg) while Sphyraena flavicauda species
the highest potassium content (7729.331+ 141.66 mg/kg). Fig.2 indicated that the potas:
content in Plectropomus leopardus, Atule mate, and Scombridaefish species was withi
permissible limits set by FAO (4520 mg/kg). Conversely, Sphyraena flavicauda,
Scomberoides lysan, and Carangoides bajad fish species had potassium content highel
the permissible limits set by FAO. The K values observed in the current study are similar
previous study that showed comparable K concentrations in fish species sold in Erzut
Turkey (4576 mg/kg) [15]. Another study found higher K levels in fish from the Cienfueg
Bay (13246 mg/l) [38]. Conversely, a previous study found lower K levels in Fish from Ma
in Okada, Nigeria (91.51-102.86 mg/1)[40], fish species consumed in Douala, Cameroon [
and fishes from Bangladesh [42].
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3.3. Sodium to potassium ratio (Na/K)

Low sodium and high potassium intakes together may have greater effects on blood
pressure, hypertension, and associated variables than either nutrient alone [43, 44]. It\
reported that any food component that has a Na/K ratio higher than one could provide
risks while a ratio less than one suggests that the food item poses no health risks [45].
3 shows the calculated Na/K ratio for the fish species under study.

1.2

MPL = 1 Na/K ratio

0.8 4

0.6 4

Na/K Ratio

0.4

0.2 4

0.0 -

”)(,@/ Fish species

(S
Figure 3. The Na/l&@(;io in fish species under investigation
2
The Na/K ratio in fish species undefs"investigation was computed and depicted in
Fig.3. As Fig. 3 shows, the Na/K ratio was less than one for all fish species examined in tf
study. The Na/K ratio observed in the current study is similar to previous investigations
showed Na/K ratio was less than one fish species from the Cameroon coast [33], fish
consumed in Douala, Cameroon [41], and fishes from Bangladesh [42]. These findings
suggest that ingesting fish species is a healthful diet and not harmful to human health.
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Conclusion

The current investigation provided information about the level of Na, Mg, K, and
Ca in the selected fish species Plectropomus leopardus; Atule mate; Sphyraena
flavicauda; Scomberoides lysan; Scombridae, and Carangoides bajad. The level of
studied minerals increased in an ordered sequence: K > Na > Mg > Ca. K.
Potassium had the highest concentration (7729.3 mg/kg) in the Sphyraena
flavicauda, whereas Ca had the lowest concentration (259.4 mg/kg) in the
Carangoides bajad. The obtained results revealed that the average levels of Ca
and Mg in all examined fish species were within the FAO's acceptable limits,
however, K and Na levels were slightly higher in 50% of fish species. Additionally,
The Na/K ratio was less than one (< 1) in all fish species under investigation. The
study findings demonstrated that ingesting the selected fish species can support
a balanced, healthful diet and may be used to treat hypertension and
cardiovascular disease in humans.
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Numerical Study of Blast-Induced Primary Injury in
Mosques: Identifying High-Risk Zones and Structural
Implications
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Abstract: The present study employed numerical simulations to investigate the impact of
blast waves on people praying inside a mosque. The study also investigated the influence
of the location and intensity of the explosion. The inviscid Euler equations were solved
numerically using a finite volume method. Dynamic mesh adaptation to coarse initial cells
has proven suitable for predicting qualitative and quantitative flow features. It was
assumed that explosives of different TNT equivalent weights (1.5kg, 2.5kg, and 5kg) would
be detonated deliberately in two locations in the mosque: at the front and in the center.
This is the weight of a typical pipe bomb or suicide explosive belt that can be carried
maliciously. The flow visualizations are analyzed using a schlieren image. The time history
of overpressure is monitored at several locations inside the mosque. The results reveal
that the impact of explosions on the eyes, lungs, and brain varies depending on the
location of the mosque. Blast waves from confined-space explosions are intensified by
reflective surfaces. Individuals praying at the front and center of the mosque are assumed
to be the primary targets and are more susceptible to inevitable death. However, those
praying close to the reflective walls, particularly near the corners of the mosque, are at risk
of primary injury due to the repeated reflections of the blast waves. The current findings
will prove invaluable in the design of effective safety measures to mitigate the impact of
explosions on people.

Keywords: Blast-structure interaction, CFD, compressible flow, injury prediction, numerical analys
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1. Introduction

When high-level explosions occur, a significant amount of energy is released and this
triggers the propagation of a blast wave that spreads outward. The resulting
overpressure, which is characterized by a positive pressure rise, is linked to the initial
blast wave created by the explosion. As this blast wave continues to expand, the
positive phase is eventually followed by a decrease in pressure and the emergence of a
negative wave. The duration of the positive phase is dependent on the amount of
energy released and the distance from the center of the explosion [1]. The global
prevalence of terrorist attacks has increased from five thousand in 2007 to more than
sixteen thousand in 2020 [2]. Mosques are the most vulnerable to suicide attacks by
terrorist groups that pose a serious threat to human life, security, property, and
WhiktiregblEBt4yave interacts with surrounding structures, it creates a reflected wave that amplifi

the overpressures [5, 6, 7]. This interaction between the blast and structure can significantly comy
the evolution of the blast wave [5, 6, 7, 8]. The confined explosion is a phenomenon that trigge
series of shock-focusing events. These events, known as regular and Mach reflections, occur du
interactions between two or more waves [5, 9]. As a result of these interactions, high-pressure z
are created, which can have significant implications for the surrounding environment [5]. These
pressure zones can cause damage to structures and other objects in the vicinity and can be a
concern. Therefore, understanding the mechanics of shock-focusing events is crucial for predictin
impact of confined explosions and mitigating any potential risks. It has been found that explosion
occur in proximity to structures can have devastating effects. The shock waves from the blast can
and increase the pressure near the structures by two to nine times [10]. Research has prove
explosions that are confined in a specific area cause greater loss of human lives and destruction
compared to explosions that are out in the open [10-13].

In the unfortunate event of an explosion, the blast overpressure is felt by the human body. As tl
pressure wave reaches the body, it encounters resistance and some of it is reflected, whereas the
transmitted through the body. This causes a sudden and violent physical movement that can lead
displacement, distortion, or even tearing of the medium, such as organs, and tissues. It is worth r
that these injuries occur without any visible blunt force injury or penetrating injury, making them
more dangerous and difficult to detect [14, 15]. Blast injury is a unique condition that has a
mortality and morbidity rate. There are different types of blast injuries, including primary, terti
secondary, and quaternary injuries [14, 15]. Primary blast injuries (PBIs) happen when the energy
a blast wave passes through the body and causes damage to the tissues. This damage can occur i
that have a significant density change, such as the lungs, brain, and ear canals, even if there al
external signs of injury [14-16]. PBIs can be caused by spallation, implosion, and shearing injt
mechanisms [17]. PBIs can cause immediate or delayed effects, ranging from mild to life-threate
[17]. However, the severity of PBIs depends on factors such as the size of the explosive, duratio
overpressure, and proximity to solid structures [14]. It is possible to sustain single or multiple |
injuries at once, depending on the intensity and duration of the explosion [17, 18]. For instance
closer one is to the center of the explosion, the higher the chances of severe injuries. The distance
the center of the explosion also plays a role in the severity of injuries. A probe located three m
away from the explosion experiences nine times greater overpressure than a probe located six |
away [10].
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It was found that terrorism-related explosions result in unique injuries and increased
mortality compared to those caused by non-terrorism-related explosions [19]. It is essential

to seek medical attention immediately after experiencing a blast injury, regardless of its
severity. Delayed symptoms may manifest, such as respiratory distress, chest pain, and
abdominal discomfort [17]. Timely medical intervention can improve the chances of
recovery and minimize long-term complications.

When it comes to preventing primary blast injuries (PBIs), it is important to have accurate predictc
of the minimum effective overpressures (thresholds) that can cause them. During the analysis
significant to observe limits to ensure that loading conditions are clinically relevant, realistic, a
practical even though many experimental loading conditions are achievable [20]. Whereas mul
injury criteria have been used for this purpose, it is worth noting that the occurrence of PBIs ca
influenced by other factors as well. Human orientation and proximity to solid structures, for exar
can significantly impact PBI risk, resulting in injuries occurring at overpressures that are either be
or above the expected threshold [20]. This information comes from a recent study by Denny et al.
which provides valuable insights into the complex nature of PBI risk. By considering these factors
assessing PBI risk and developing appropriate safety measures, one can better protect individuals
harm and reduce the risk of PBIs occurring in explosive events. It is imperative to consider the
devastating impact of blast overpressure on the human body, particularly on the auditory sy
Because the ear is the most sensitive organ, the most common injuries following exposure to
overpressure are those affecting the ear [21]. Even a blast wave with a relatively low overpressure
of 35 kPa can rupture the eardrum and cause damage to the middle ear [21, 22]. This is a se!
concern, as the eardrum is an essential component of the human ear, responsible for transmittin,
waves to the brain. Furthermore, it has been shown that exposure to overpressure levels of 103 k
202 kPa respectively can increase the risk of eardrum rupture by up to 50% and 100% [21, 22].

When high explosives are detonated, primary blast lung injury is the most common cause of deat

particularly, in confined spaces [16, 17]. When an explosion occurs, the overpressure can cause
hemorrhage in the alveoli of the lungs, leading to a lack of oxygen and suffocation, which can ultir
result in acute respiratory distress syndrome [16, 23, 24]. Even a small 100-gram hand grenade
cause fatal lung injury [25]. A peak overpressure of 689 kPa-1,379 kPa is considered potentially le:
[11]. Practicing doctors have proposed a lung injury score to classify the severity of acute respira
distress syndrome based on medical diagnosis [16]. The brain, being the most important organ
human body, is particularly vulnerable to injury from exposure to excessive pressure. Such injurie
cause significant damage and lead to long-term cognitive and behavioral impairments, even rest
in death in some cases [18, 26] Therefore, it is crucial to ensure that the brain is adequately prot
and not exposed to extreme pressure to avoid such severe consequences. Additionally, it is imp:
to consider that the effects of blast overpressure are not solely physical. On the other hand, the
of the gastrointestinal tract can suffer damage in the face of such an event [27]. Contusions and r
may harm the eyeball and lead to poor visual outcomes [28]. Furthermore, concussion can mal
even in the absence of obvious physical signs of head injury [29].

The task of determining the effect of strong blast waves on humans is a challenging one that requ
laboratory experiments [7]. It is more feasible to achieve blast waves with positive phase duratio
2-10 ms experimentally; However, conducting such experiments is not always possible due to s¢
and ethical concerns that need to be addressed [20].
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As a result, computational fluid mechanics (CFD) has emerged as a useful tool for
evaluating the risk of blast injuries and mitigating their effects. This approach involves
simulating the complex behavior of fluids and gases in response to explosive events. By
analyzing these simulations, one can gain a better understanding of the physics underlying
confined explosions, which are known to be particularly hazardous. By using CFD, one can
make accurate predictions about the pressure and blast waves generated by explosive
events, as well as their effects on the human body. This knowledge can pave the way for

the development of more effective safety measures that can protect people from blast
injuries and prevent catastrophic outcomes [23].

The present research addresses a critical research gap by focusing on the dynamics of confine
explosions within mosque structures, which has received limited attention despite its relevance tc
safety and counterterrorism efforts. Existing studies on blast effects primarily focus on open spat
general urban environments, often neglecting the unique architectural and spatial characteris
mosques. These structures, with their high levels of occupancy and reflective surfaces, pose dis
challenges in blast propagation and injury prediction. By employing CFD to simulate explosions .
assess PBIs, this study provides essential insights into the heightened risks in confined spaces.
results of the study are of immense significance because they provide valuable insights into the ir
mechanisms that govern blast wave propagation and their impact on human bodies. Expanding tl
emphasis on these distinctive contributions could enhance its significance to a broader audience,
including architects, urban planners, public safety officials, and policymakers. Bridging this knowle
gap is crucial for informing targeted safety measures, architectural improvements, and emerg
response strategies in vulnerable community spaces.

The following four main sections offer an in-depth analysis and detailed insights into the researc
process. The section on test case definition lays the foundation for the subsequent research, whe
research methodology section provides a thorough overview of the methods used. The simul
results section presents data-driven insights and analysis, and the final section on conclusion
recommendations offers valuable suggestions for future research.

2.Problem definition

In the present study, a mosque building that covers an area of 600 m2 (30 m2 0 20 m2) is
considered.

The confined building is shown in Fig. 1. It is important to note that there is only one
entrance gate

located in the middle of the back wall. Additionally, there are two emergency exit doors
situated on the side walls. The gate and exit doors are treated as solid walls, as they remain
closed at all times. The mosque is capable of accommodating up to 720 prayers that are
distributed in 12 rows. The mosque has four columns with a diameter of 60 cm that are
crucial to the structural integrity of the building. These columns provide necessary support
to the mosque. However, in the model, these columns were not taken into account as their
impact on the overall design was considered insignificant. As the building is symmetric
around the y-axis, the simulation can be performed for half of the domain. Thus, the

seniestinp e tré!ﬁo@nswmte@&?éc?@&’BH*éth‘é’héEgﬁﬁaﬁ%@%béfﬁeéf & 182507s Wallcause

copydltéogghgg €. @%‘?oswes%fdﬁferent TNT equivalent weights, 1.5 kg, 2.5 kg, and 5 kg, are

deliberately detonated in two locations in the mosque, in the front row of prayers, and in the mid
the mosque. The two explosion locations, indicated by a large circle in Fig. 1, are chosen basec
previous suicide terrorist incidents that occurred in mosques [3].

177



The Islamic University Journal of Applied Sciences (JESC), Issue Il, Volume VI, December 2024

The weight of 1.0 kg - 3.0 kg resembles to pipe bomb that can be carried maliciously in a
carrying case [12, 30]. A TNT package weighing 5.0 kg is the typical weight of a suicide belt
[30, 31]. It is worth mentioning that the energy released from one kilogram of TNT
equivalent could demolish a small vehicle [30]. The blast wave parameters are estimated at
a 0.5m stand-off distance using empirical formulas [1, 32]. The ambient conditions are
1.225 kg/m3,1atm, and 20 oC, for density, pressure, and temperature, respectively. Blast
overpressure histories are monitored to estimate the PBIs at six probe locations (A, B, C, D,
E, and F) around the mosque as presented in Fig. 1.

3.Computational methodology

The present study employs computational fluid dynamics (CFD) to simulate the
explosion and the consequent transient blast wave propagation. The finite volume
method using Ansys Fluent is used to

solve Euler's equations, which can be written in matrix form and the two curvilinear co-
ordinates, [0

and [, as: 0u DFDB_ED
Dt U ")

whereF represents the inviscid fltiig time, and is the conservative variables:

U 08 u(vle, )

where 0 is the density, u and v are the velocity components, and e is the total energy per unit
The pressure, p, is calculated by the ideal gas equation of state based on internal energy, i

p = 0(0- 1?[

3)

The explosion flow is simulated as an ideal gas, which has a specific heat ratio, 0, of 1.4 and a
constant of 287 J/kg.K.

The rationale for using the two-dimensional (2D) model is that this approach captures the essent

interactions of blast waves with reflective surfaces and structural boundaries, which are critic
understanding injury risks and overpressure patterns. The 2D model exploits the symmetry c
mosque layout, ensuring accurate results while reducing computational complexity. By using
simplified model, the study efficiently explores multiple blast scenarios and intensities, providing
insights into high-risk zones and structural vulnerabilities. Ultimately, while 3D models provide
additional detail, the 2D approach is sufficient to identify broad patterns in blast dynamics and
implications [5, 6].

A second-order scheme is adopted to estimate the compressible spatial flow. An explicit first-orde

scheme is used to estimate the transient terms. A structured quadrilateral mesh with an initial
45,600 cells is used to solve the half-domain. Dynamic mesh adaptation is used to refine the me:
to three times wherever the density gradients exceed 5% of the local normalized value.

On the other hand, the mesh becomes coarse where the density gradient is below 2%. By refining

in regions with significant density gradients, the approach captures critical phenomena such as ¢
focusing and wave interactions without overburdening computational resources.
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Higher mesh refinements were also considered, but the triple mesh refinement ensures a
precise balance between accuracy and computational efficiency. The results, which are not
shown in the manuscript, clearly show that the resolution is independent of the mesh.
Limiting the refinement to three levels avoids diminishing returns in accuracy while
maintaining reliable results.

4. Results and discussion

A. BLASTVISUALIZATION

This section presents numerical schlieren snapshots that showcase the
propagation of explosions inside a confined mosque building. These snapshots
are based on the density gradient magnitude and depict the salient features of
blast wave interactions and reflections. The intentional explosions took place in
two locations, the front row of prayers and the center of the mosque. The
explosives of varying weights of TNT equivalent (1.5 kg, 2.5 kg, and 5 kg) are
detonated, which results in identical explosion patterns. However, there are
differences in the time scale and intensity of the explosion. Therefore, only one
numerical schlieren snapshot of each explosion location will be demonstrated. The
numerical schlieren of a blast in the front row of prayers and the center of the
mosque are illustrated in Figs. 2 and 3, respectively. These snapshots illustrate the

evolution of explosion propagation,_ reflection, implosion, interaction, and
Ahe - fesbsnapshot of Fig. 2'reveals a striking phenomenon in the aftermath of the front

explosion. As the primary incident wave, |, reaches the center of the mosque (probe B),
followed by a series of pressure waves that explode in all directions. It is interesting
highlight the shock-focusing phenomenon. Of particular interest is the Mach reflection
causes the creation of a new Mach stem, M [5, 9]. This stem connects the triple intersec
point, TP, of the incident wave segment, |, and the reflected wave segment, R, as display:
Fig.2. The TP also connects with the contact surface, CS. What's noteworthy about the M
stem wave, M, is that it has a higher pressure than the incident wave, I. As the blast prog
it becomes evident that the front cavity of the mosque, where the leader of prayers (ir
usually stands, is filled with blast waves, as depicted in Fig.2. In the second snapshot,
Mach stem, M, grows and reaches probe D located next to the front corner of the mosq

When the Mach stem, M, reflects off the sidewall, it creates shock focusing, a phenomen
that involves two-wave interactions known as regular reflection [5, 9]. The point where N
stem, M, and reflected wave, R, converge moves along the sidewall towards the back v
whereas keeping the two waves together, as shown in the third frame of Fig. 2. The area
the regular reflection intersects is also a high-pressure zone [5].

It is important to note that when the explosion charge is larger, the regular reflection
transforms into Mach reflection as it progresses along the solid structure [5, 9]. In this
scenario, waves are being reflected and moving towards the center of a mosque. These
reflected waves, R, are interacting with secondary waves, S, that are heading in the opp
direction.
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This is shown in the third and fourth frames. In the fourth snapshot of Fig. 2, the
crest of the incident blast wave reaches probe C at the closed main gate on the
back wall. A compression wave, which accumulates secondary waves and
reflected waves from the front wall or the cavity, moves behind the main incident
wave. The last two snapshots of Fig. 2 depict the incident wave reflecting from the
back wall and heading toward the frontal side of the mosque. Additionally, two
waves reflected from the side wall head toward the center of the mosque. It can
be observed that the reflected wave moves faster within the core of the explosion
because of the higher sound speed in this region. It is worth noting that the last
snapshot of Fig. 2 shows the creation of a new triple point, TP, for the two waves

reflected from the back wall and the Mach stem, M, moving forward along the
Eigew/l|Kstrates the development of the flow field resulting from the central explosion

Two cylindrical waves, caused by the incident and compression, exploded in a roughly
symmetrical manner. These waves interacted with each other and with the low-density
of the explosion after reflecting from the solid walls of the mosque. The first snapshot o
3 shows the incident blast wave arriving at the location of probes A and C, which are
positioned on the front and back walls, respectively.

The second snapshot depicts the arrival of the incident wave sidewalls followed by the

explosive pressure waves. It can also be observed that the explosion almost filled the i
place in the front cavity of the mosque. The second snapshot of Fig. 3 also shows the retf
incident waves from the front and back walls. These waves nearly approach the center c
explosion in the third and fourth snapshots. Regarding the sidewalls, the incident wave
segments reflected from them creep toward the center of the mosque, and the seconde
head toward them as shown in Fig. 3. It is noteworthy that for a blast wave initiated af
center of the mosque, the shock focusing type is regular reflection. Therefore, the tyy
reflection of the shock-focusing events is dependent on the distance of the explosion cl
from the solid structure [5, 9]. The closer the explosive charge is to the solid surface, the
the Mach stem dominates the entire incident wave [5].

Mosque-confined explosion configurations for structure-to-wave and wave-to-wave
interactions are well-defined in the illustrated evolution of explosions. As expected, the
field inside the mosque becomes increasingly complex over time. The cavity produces n
wave interactions and reflections. There is a phenomenon that researchers have beenir
in, which is the development of a complex flow structure around the sharp corners of tt
cavity due to the diffraction of blast waves [33].
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This phenomenon occurs for both blast locations. Moreover, bubbles of light-
density air can be observed around the core of the explosions. The onset of
Richtmyer-Meshkov instability is caused by the sudden acceleration of gases with
varying densities, resulting in the continuous deformation that occurs in the core

Iorf E%%cel)ﬂ%h%ﬂo{hls subsection highlights the complex dynamics of the propagation an
reflection of the blast waves in the confined environment of the mosque. Both fronta
central explosions revealed shock-focusing phenomena, particularly at reflective surface
corners. In frontal explosions, Mach reflection led to the formation of high-pressure zon
corners, while central explosions displayed widespread regular reflections due to symm
wave interactions. These findings emphasize the need for structural designs that mini
sharp corners and reduce reflective surfaces to mitigate amplified pressure zones caus
these interactions.

B. DATA OF PROBES (OVERPRESSURES)

Table 1 provides a clear and concise overview of the recorded peak
overpressure, P, and positive phase duration, D, at probes for varying blast
intensities for the frontal and central explosions. The table serves as an
informative reference for the given blast intensities. They are essential in
understanding the nature and impact of the detonations on the risk of primary
blast injuries (PBIs). It is noted that the peak overpressure increases with the
increase in the intensity of the explosion, but the duration of the positive
phase does not adhere to this rule, see Table 1. According to the data collected
by the probes, the peak overpressures are ranked from most to least for both
the frontal and central explosions. This information is indicated in Fig. 4, which
provide a visual representation of the recorded data. For the front explosion,
the highest peak overpressure is observed in the probes A, D, F, E, B, and C,
whereas for the center explosion, it is observed in the probes B, D, F, C, E, and
A, as presented in Fig. 4. Additionally, the data show that after the center of the
?HB'?&%&%&B@)’H%‘#@&%’@&@%%Tgn|?|E§ﬁﬂ§ﬁ*rﬁgH8rtB@aR%W§r8§sU}% BIPE Mmosq

or both tral ex
corner probe D gls ayed ?n Fig. 4. Surprlsmgly, this effect remains true even though

explosion is farther away than the frontal one. This can be attributed to regular refles
which can have a significant impact on overpressure levels [5]. This indicates that the
interaction of blast waves generates higher overpressure than a single traveling wave, e
cases where it is the Mach stem that generated the overpressure peak at the corner pro
the frontal blast. This highlights the importance of understanding the complexities of |
waves and their interactions, which can have significant implications for safety and de:
considerations. It has been found that in the case of the mosque front explosion, the
overpressure adjacent to the middle of the sidewall (probe E) surpasses probe B in the ¢
of the mosque, even though probe E is nearly 8 meters further away from the center ¢
explosion than probe B. These findings are applicable to all blast intensities. A critical fac
to consider is that placing the probe close to the sidewall exposes it to the high-pressure
of the moving Mach stem [5].
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In conclusion, this subsection presents trends in peak overpressure and
positive phase duration across multiple probe locations for varying blast
intensities. The results show that peak overpressure increases with proximity

to the blast epicenter and intensity of the explosion, but the duration of the
positive phase varies with location and reflection dynamics. For frontal
explosions, probes near corners (e.g., D and F) experienced high overpressure

due to wave reflections, whereas central explosions exhibited a more uniform
distribution of overpressure across the mosque. These trends are crucial for
predicting injury severity, as areas with prolonged positive phases or amplified
QverpresUARIaBLASIBINURKIS (BBIs)juries.

Denny and his colleagues [11] created a graphical tool to estimate the likelihood of PBIs.
tool is visualized in Fig. 5 and displays the various zones of relevant blast loading conditi
through solid and dashed lines. The graphical presentation provides a clear and compre
way to analyze and predict the risk of such injuries. The graph shows the threshold for
blast injury for a 70 kg person standing close to a solid wall. It also displays the probabili
death for 1%, 50%, and 99% based on previous studies by Bowen [23] and van der Voor
al. [25]. It has been shown that the severity of lung (pulmonary) injuries depends on the
overpressure and the duration of the positive phase caused by an explosion [23, 25].
dependency of lung injury risk on the duration of a blast decreases, as depicted in Fi
Conversely, the occurrence of eardrum rupture [21, 22] and 50% mild brain hemorrhage
remains unaffected by the duration of the positive phase of the blast, as presented in |
Notably, overpressure thresholds of 144 kPa can result in a 50% risk of mild brain hemo
[26].

The graphical representation provides a comprehensive and visually intuitive

representation to assess the initial PBIs [11]. The graphical representation of predicted
overpressures for different blast intensities within the mosque building is critical in asse
the risk of PBIs. The markers on the graph shown in Fig. 5 indicate the expected PBI risk
the predicted peak overpressure at each gauge location, which is calculated based o
simulations conducted in this study. Fig. 5 illustrates these results, providing a clear
concise visual representation of the data of probes A, B, C, D, E, and F. These findings w
undoubtedly contribute to the development of effective measures that can help redu
chances of PBIs and improve the safety of prayers in similar structures. The safety of prz:
present in the mosque is of utmost importance. To ensure that, predicted risks of PBI
carefully considered at two explosion locations, the first row of prayer and the center o
mosque. It is important to note that the peak overpressures for the front and center exg
are represented on the chart in Fig. 5 by the use of hollow and filled markers, respecti
This visual aid provides a quick and easy way to understand the data presented. Blast
overpressure can have a severe impact on the human body.
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It has been observed that the auditory system is susceptible to damage from blast
overpressure, regardless of the duration of the positive phase. This is
demonstrated by the eardrum rupture threshold of 35 kPa [21, 22]. This highlights
the importance of protecting the auditory system during high-pressure situations.
The onset of complete eardrum rupture occurs at approximately 205 kPa [23, 25].
The literature has not yet specified the blast overpressure threshold for brain
hemorrhage. However, it is indicated a 50% risk of mild brain hemorrhage at

approximately 145 kPa, as depicted in Fig. 5 [29]. o )
To'shed light ©n the PBIs resulting from a frontal explosion, it is alarming to note that ev

a less severe explosion of 1.5 kg could lead to certain death for those located near prol
and F, as shown in Fig. 5. The risk is higher for probe F, which is 7 meters away from t
epicenter as compared to probe D. This is because of its location at the corner of the mc
which makes it vulnerable to the interaction of two reflected shocks.

These reflected shocks increase the peak overpressure and pose a significant threat to f
life. There are concerns about the safety of those who pray near probes A and E due to :
PBIs, as displayed in Fig. 5. Several potential injuries include total eardrum rupture, 5
lethality from lung injury, and a 50% chance of mild brain hemorrhage for all blast inten
It has been observed that probe E, located at a distance of 18.03 meters from the center
explosion, experiences the same level of injuries as probe A, which is only 1.25 meters a
from the center of the explosion. This can be attributed to the fact that probe E was sub
to a longer duration of the positive phase, which is more than 6 times longer than that a
A, despite the peak overpressure at probe A being twice that of probe E, as presented ir
5. Probes B and C indicate that the PBI risk is the lowest for explosives that weigh betw
2.5 kg and 5.0 kg placed at the front of the mosque. Prayers, in this case, have a 50% ris
eardrum rupture and a 1% risk of death from lung injury. Fig. 5 illustrates that a low-inte
explosion weighing 1.5kg poses the same 50% risk of eardrum rupture as more intense
explosions. However, in comparison, it poses less than 1% risk of death due to lung injul
depicted in Fig. 5.

The blast at the center of the mosque results in the detection of primary blast injurie
(PBIs). It is crucial to note that those who are praying at the location where probe B is sit
are exposed to a deadly peak overpressure, regardless of the intensity of the explosion.
Furthermore, individuals who are praying in the locations, where probes C, E, and F
located, are at serious risk of lung injury and death due to excessive peak overpressur:
presented in Fig. 5. The intensity of the blast has a different impact on the prayers at po
as the explosions of weights 2.5 kg and 5.0 kg at the center of the mosque lead to 1f
eardrum rupture, 50% lethality from a lung injury, and 50% mild brain hemorrhage. The
overpressure from a 1.5 kg explosion can cause 50% mild brain damage, 50% ruptt
eardrum, and 1% death due to lung injury, as displayed in Fig. 5.
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The data clearly indicate that probe A is the safest location at 11.25 meters
from the epicenter of the explosion. Whereas the higher two blasts can cause
significant eardrum rupture and lung injuries, the minimum peak pressure of
1.5 kg has only a minor impact on prayers. However, probe C, located at the
same distance as A, but near the back wall, suffered more serious injuries.
This can be attributed to the location’s proximity to the back wall, resulting in
a higher peak overpressure. This highlights the importance of location in
protecting oneself during such events. Based on the results, it is

recommended that one should aim to avoid being close to any walls to
RirRGUSIR fR& %.qua?&];&gn assesses the risk of PBIs based on the ovérpressure data

different probe locations for frontal and central explosions. In frontal explosions, probe:
the epicenter (A) and reflective surfaces (D and F) had the highest injury risks, including |
rupture, eardrum rupture, and brain hemorrhage. Conversely, in central explosions, pr
at the detonation epicenter showed the most extreme overpressure, resulting in near-
fatality regardless of blast intensity. Peripheral probes like E and C also faced signific
injury risks due to prolonged positive phases. These findings stress the importance of
identifying high-risk zones within confined spaces to guide safety protocols and evacua
planning.

D. COMPARISON OF BLAST SCENARIOS: FRONTAL VS. CENTRAL

EXPLOSIONS

Two primary blast scenarios are investigated, frontal explosions (detonated in the front
of the mosque) and central explosions (detonated in the middle of the mosque). Each sc
exhibits distinct blast-wave propagation dynamics and injury risk profiles, influenced by
location of the detonation relative to structural boundaries and occupants. This section
provides a detailed comparison of frontal and central blast scenarios. It explores the
distribution patterns of the overpressure generated by each type of blast, examining ho
patterns differ in terms of intensity and area affected. It also analyzes the dynamics of
reflection in various environments are analyzed, highlighting how the direction and pow
the blast interact with surrounding structures. Furthermore, the risk of PBI associated
each scenario is assessed, considering the potential injuries that could result from expo:
different levels of overpressure. Finally, the implications for safety measures that shoul
implemented in response to each type of blast are discussed.

In the frontal explosion scenario, the highest peak overpressure was recorded at probe

(1.25 meters from the explosion), with values up to 447 kPa for the 5.0 kg TNT equivale
However, these effects were spatially localized due to the short positive phase duratior
ms). High overpressure levels were also observed at probes D and F near the corners, d
by shock-wave reflections from solid walls. In contrast, the central explosion generated
uniform distribution of overpressure across the mosque, with probe B at the epicenter
experiencing an extreme overpressure of 6837 kPa (5.0 kg TNT equivalent). Corner prob
and F also recorded substantial overpressures (602-604 kPa), reflecting a more widesp
impact due to wave interactions and prolonged positive phases.
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Frontal explosions primarily endangered individuals close to the detonation and
reflective surfaces. For example, probe A experienced the highest risk of PBIs due

to the proximity to the explosion, including lung and eardrum injuries, although

the short positive phase provided some mitigating effects. Corners D and F saw
amplified injury risks due to Mach stem formation and wave reflections. Central
explosions posed more widespread threats, with probe B indicating certain fatality
risks for individuals at the epicenter, regardless of blast intensity. Peripheral
probes such as E and C also showed increased risks due to prolonged wave
interactions and higher overpressures compared to their counterparts in the
frontal explosion scenario. o _ _ _

The differences in outcomes underscore critical considerations for safety planning. Fron
explosions exhibit higher localized risk near the front row and reflective surfaces,
necessitating attention to the design of corners and proximity to walls. Central explosi
however, result in more extensive overpressure distribution, emphasizing the importar
structural reinforcements and protective measures across the entire mosque layout. Err
planning should prioritize evacuation routes that avoid high-risk areas like corners and «
rows while considering the dynamics of each blast scenario to optimize protective strate
In conclusion, this comparison highlights that while frontal explosions are more
predictable in terms of injury localization, central explosions demand broader mitiga
efforts due to their extensive impact range. Future architectural designs and safety me:
should account for these distinctions to effectively reduce blast-related casualties in con
spaces.

5. conclusion

The paper emphasizes the critical need for measures to protect individuals from the
harmful effects of blast waves, especially in high-risk environments like mosques. The
findings of the study are useful for those interested in assessing and mitigating risks
associated with explosions, as well as clinicians who need to determine safe limits for
injuries caused by blast loads. The research utilized computational fluid dynamics to
investigate explosions that occurred inside a confined mosque. The explosions are caused

by the detonation of 1.5, 2.5, and 5.0kg TNT bombs, and they took place in the front and
center of the mosque.

The interaction between the blast and the structure of the mosque significantly complicated tl
evolution of the blast wave. The history of overpressures is recorded at various locations aroun
mosque. In fact, the shock focusing on the interaction of two or more waves creates regions of
high pressure and temperature which can lead to various issues. As such, it is crucial to be aware
phenomenon and take appropriate measures to mitigate its effects. The probe placed close
sidewall is undoubtedly exposed to the high-pressure region of the moving Mach stem, which
significantly impacts the primary blast injuries (PBIs). The location closest to the explosion cent
poses the highest risk of injury or death, even with a TNT package weighing as little as 1.5 kg. N
the sidewalls record high overpressure with long wave duration due to reflection. However, the cc
of the mosque (probes D and F) have the second-highest peak overpressure. Based on the res
findings, it can be concluded that those who pray adjacent to the solid walls, especially near the c
of the mosque, are at the highest risk of PBIs.
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For the frontal explosion, although the peak overpressure is the highest at probe A, the short du
of its positive phase makes it uncertain whether prayers located there will survive or not.

Raising awareness among the public, engineers, and healthcare professionals about the potent

health impacts of explosions is vital for preventing tragic events and enhancing preparedness.
Numerical simulations play a critical role in identifying high-risk buildings and informing safer
architectural designs. The study's findings underscore the importance of minimizing reflective sur
and sharp corners in mosque designs to reduce pressure amplification and associated risks. Str
placement and proper sizing of emergency exits are essential to facilitate efficient evacuations in
occupancy spaces. Furthermore, public education initiatives should focus on raising awareness :
blast-related risks and protective measures, while emergency response agencies can leverage
insights to improve disaster planning and preparedness. By integrating these recommendations,
communities can enhance the safety of gathering places like mosques and better protect indivi
from the devastating effects of confined explosions. Another important consideration in archite
planning is human behavior during emergency evacuations. To ensure an effective evacuation ple
large groups, it is important to carefully design the location and size of emergency exits [34, !
Emergency response agencies should use this data to improve disaster education and response
minimize morbidity and mortality in the event of a terrorist attack.

Future research should explore confined explosions in diverse environments, such as schools,

transportation hubs, and public gathering spaces, to generalize findings and refine safety mea:
Incorporating human response modeling would provide valuable insights into the dynamic beh:
of individuals during emergency scenarios, enabling the development of more effective evacuz
plans and injury mitigation strategies. Additional studies could also investigate the effects of va
structural designs and materials on blast-wave propagation to propose safer architectural practic
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Table 1: Peak overpressure (P) and positive-phase duration (D) at probes for the frontal and ce
explosions.
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Fig. 1f Layout of the mosque showing the boundary conditions and assigned probe locations.
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Influence of Red Bricks Infill Walls on Seismic Response of
a Regular RC Framed Building by (SBC-CR-18) Code

A.E. Hassaballa
Assistant Prof., Civil and Architectural Engineering Department, College of
Engineering and Computer Science, Jazan University, Jazan 45142, KSA.
Email: ahassaballa@jazanu.edu.sa

Abstract: This paper aims to investigate the impact of red brick infill walls on seismic response of
RC framed building using the Saudi Building Code 301-2018 (SBC301-18). The Equivalent Latera
Force Procedure was utilized to conduct a seismic analysis of a ten-story office reinforced conci
building in Jizan city, both with and without infill walls. The Ordinary Reinforced Concrete Mom:
Resisting Frame (ORCMRF) building has been studied in accordance with SBC-301-2018's
requirements. The frame under analysis used infill walls at ratios of 0% (bare frame), 20%, 40%,
80%, and 100% (fully infilled frame with walls). Dead load, live load, and seismic loads were the
main factors influencing this frame's analysis. The maximum seismic ground motion of 0.2 secc
Spectral Response Acceleration (Ss in %g) and 1.0 second Spectral Response Acceleration (S1 in
in the Kingdom of Saudi Arabia were used to calculate seismic loads. The findings of this investi
showed that the infill walls significantly impact the investigated frame's seismic response. By m
the building parts stiffer, these walls have the impact of increasing base shear, seismic lateral f
storey shear forces, and overturning moments, which in turn reduces the building's lateral
displacements.

Keywords: Infill walls, Seismic response, base shear, lateral force, storey shear force, overturni

moment.
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1. Introduction

Because of their strength and rigidity, infill walls, which are enclosed in steel and concrete
frames, can withstand part of the force generated by an earthquake. The mechanism of
Infill walls to withstand forces is that they act as diagonal struts between the columns and
beams that surround them when subjected to seismic forces. By carrying compressive
forces, these struts can help the main structure bear some of the earthquake loads. By
serving as a supplementary load path and sharing the load with the main structural system
(beams, columns, or shear walls), it also adds lateral stiffness to the structure. A schematic
of infill walls is shown in Figure 1. Although infill walls are usually not structural—that is,
they do not support the weight of the building—they are nevertheless important for
aesthetics, partitioning, and insulation. When designed and built correctly, infill walls can
significantly contribute to a building's ability to withstand seismic forces. They can improve
a structure's strength and stiffness, which can improve the building's performance in the
case of an earthquake, despite most people considering them to be non-structural. Infill
walls can aid in earthquake resistance by increasing lateral stiffness, redundancy, absorbing
and dispersing seismic energy, reducing frame collapse, preventing pounding between
structures, and improving structural ductility. In their work, Alessandra De Angelis et al. [1]
examined the function of infill walls in the seismic upgrading and dynamic behavior of a
reinforced concrete framed building. The study only looked at the life and death loads of an
infilled RC frame structure that was built in a higher seismic zone in Southern Italy in the
1960s. A 4-RC building in Benevento, Campania, Southern Italy, with an acceleration of 0.26
g, is one example. Because it is based on the ratio of the in-stiffness to the plane stiffness of
the floor of the vertical resisting components, this study discovered that the flexibility of the
floor may be altered by the connection between the masonry panels and the frame. The
FRCM approach, which increases the resistance of the masonry walls that are cut away
from the RC columns, can also be used to improve the filler walls. The interference may be
helpful when the increase in resistance is small compared to the difference in building
rigidity. The study by Abdelkader Nour et al. focused on the role that masonry walls play in
improving the seismic resilience of reinforced concrete buildings [2]. Several models of
multi-story frame buildings with double-leaf hollow brick masonry, one of the most popular
infill materials in Algeria, located in high seismic zones were analyzed in compliance with
the country's seismic regulations.

This analysis was carried out using the finite element program ETABS and was based on

the response
ﬁ%%tgq%fgghnique. The investigation's conclusions suggest that masonry infill walls may
impact on the seismic behavior of reinforced concrete. In a study by shendkar

mangeshkumar R. et al
%nﬁn@fré%ﬁ'éy structure was studied by modeling the case study using a double strut

model. The study’s findings showed the factor of response reduction for the frames

reduces in tandem
Witk &be hardened strength of the masonry infill furthermore the R values for the bare

than that the BIS regulation recommends. The effect of the apertures on the seismic

response of an
infilled,RC building was investigated by Andre furtado et al [4]. According to this study, the

frequencies were reduced by roughly 20% as a result of the openings compared to the full

infill (which 197
H/étg}ggge%oﬁ{gngs). Also, as comparison to the model without openings, the openings



The Islamic University Journal of Applied Sciences (JESC), Issue Il, Volume VI, December 2024

This study concludes that the stiffness of a building is significantly increased when infill is
present. The stiffness of the structure is decreased with a larger opening percentage. A
variety of modeling techniques have been used to assess how infill walls affect the seismic
response of RC buildings with vertical irregularity and dual frames [10, 11, 12].

For deterministic and probabilistic analysis employing infill walls, Laura Liberatore et al. [13]
AsvelppRdicomprehensive equivalent strut model built on experiments. Several models
equivalent strut approach were evaluated in this work using a data set of 162 experimental

tests, taking
HIs§EralRty into consideration. Apart from the masonry's mechanical characteristics, the

considers other factors, such as whether the units have vertical or horizontal hollows.

Finally, a sample
8)f(pf%?%én§alsgrggested model is put to use is given. The comparison between the

expected values, the paper concluded, demonstrated that while some of these models

may predict the
%E&nﬁmtgfsome extent, none of them can satisfactorily represent the actual stiffness. The

masonry infill action considerably alters the building model's dynamic response behavior

when
compared to the bare frame model, according to Ram Krishna Shrestha et al. [14].
The study revealed that, in comparison to the model with an infill wall on all levels, the

natural period
R/feglgsoiunéilll&dalmodels with a soft story rose. In a research published by Abdelghaffar

[15], the impact of openings and changes to the arrangement of masonry panels on the

overall
B%er%m?&ge of buildings was investigated. The study's conclusions demonstrate how the

and openings of the brick panels changed the overall behavior of the structures, improving

their strength
Q%ﬂiﬁ@}w)}o absorb energy. Salah Guettala et al.'s research [16] showed how infill walls

improved lateral stiffness, which resulted in an important increase in structural rigidity.

Additionally, N o .
mi{ﬁsoecacr&rt% demonstrated that the addition of infill walls causes a displacement decrease,

more strongly in models with lower shear wall ratios but becomes less significant at higher

ratios. The
BQH?Q\VéetﬂeeffeCt of shear and infill walls is extremely critical and complex in order to

maximum possible structural performance. Although a lot of research has been done, there

is still debate
Bgrﬁghﬁgﬁe{e @Iﬂ(JJ‘I walls make a structure more or less vulnerable [17]. The seismic

structure can be enhanced by infill walls, as several studies have shown (Murty and Jain

2000).
g%g}ermore, infill walls increase a building's susceptibility to earthquakes, according to

researchers. The lateral load transmission process is altered by masonry infill walls,

which in fact 198
greatly .increase the frame's initial stiffness [18] [19]. The variation related with the
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Civil engineers typically overlook the influence of brick walls in the structural analysis throughout
building design techniques, according to Hossein Mostafaei et al. [25]. Only their masses as non-

structural elements and their analysis of structures as bare frames are provided by filling walls. Tt
results of this study and the creation of analytical models with and without openings showed that
walls significantly impacted the structural response of the building. Mouzzoun Mouloud et al. [26]
presented a paper investigating infill walls on seismic behavior framed buildings adopting Moroc
earthquake code RPS2000.

The earthquake response was assessed adopting pushover analysis. The results of this investis

demonstrate that these walls show an impact on the frame resistance. Many analytical and exper
investigations have demonstrated that the inclusion of these panels considerably affects the stiffr
RC frame buildings, adding structural stiffness and strength while simultaneously introducing bi
failure mechanisms such as short columns and soft stories [27, 28]. A. Fiore et al.'s study [29]
investigated the impact of infill panel uncertainty on the rigidity of current RC buildings. The objec
of the study is to identify the factors that affect the building's overall response. Following the
determination of important factors, the variation in the building's safety verification findings
quantified. Then, using a range of allowable values, the characteristic points (maximum point and
strength) of the cyclic non-linear law were modified for two existing structures of varying heights.
study's final recommendations established a foundation for more investigation into modeling
uncertainty concerns and the development of simpler models for evaluating existing structures b
support just vertical loads. There exist various approaches for the modeling of the infill walls. In o
to investigate the impact of masonry infill wall configuration and modeling approach on the beh:
of RC frame structures, Kamaran et al. [30] employed the equivalent diagonal strut model. Usii
nonlinear pushover analysis, they evaluated 36 distinct RC frame models and found significant ca
loss, particularly in the case of infills that were terminated at the ground level.

]
== = — — — — — |
—r—_"'LTJ"'LI'{"'H"}r'

a. Frame without infill wall (bare frame) b. frame with infill wall

Figure 1. Schematic of infill walls

2. Description of the studied building

As illustrated in Figure 3, a ten-storey Ordinary Reinforced Concrete Moment Resisting
Frame (ORCMREF) office building in Jazan City with a 16 m x 20 m design and a normal floor
height of 3 m was examined to determine how seismically sound it was. Gravitational
forces are resisted by a structure of solid slabs held up by beams and columns. Three
primary elements influenced the analysis of this frame: dead load, live load, and seismic
loads. Table 1 shows the sections of the beams and columns.
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According to SBC301-2018, the frame under study was analyzed using the following particular Ic
combinations (see Egs. (1 to 3):
Load Case 1:

1.4DL+1.7LL (1)

Load Case 2 (L/C2):
1.2DL+1.0E+LL )

Load Case 3 (L/C3):
09DL+1.0E (3)
Where:
DL is dead load
LL is live load
E is earthquake load
In this analysis live load is taken as follows:
On floor 2.5 kN/ m2.
On roof 1.0 KN/ m2.
For comparison purposes, equation 2 has only been adopted in this analysis.
Jazan region is located on the southwest corner of Saudi Arabia on the coast of the Red Sea and d
north of the border with Yemen. Jazan City lies in an active zone of earthquakes classified as zone
with maximum applied horizontal acceleration of 0.2g.
In this study, walls in the frame under study were filled with red bricks. Often used as building ma
red bricks are formed from natural clay and have a number of structural and physical qualities th:
them perfect for building. Depending on the quality, red bricks can have a compressive strength «
to 35 MPa and a density of 1600-2000 kg/m3. Water absorption rates for red bricks range from 1
20%, depending on the material and the production procedure. Because red bricks are made o
they can tolerate high temperatures without suffering major damage, making them extremel
resistant. In certain cases, they can tolerate temperatures as high as 1,000°C. Red bricks are a po
choice in many construction applications because of their strength, durability, thermal qualities
aesthetic appeal. This is especially true in areas that experience seismic activity, as their bulk
structural qualities help improve stability. Red bricks vary widely in size from one country to anot
In this analysis, 200 mm x 100 mm x 70 mm red bricks were used (Figure 2).

Figure 2. Variety of red clay bricks
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Figure 3. Building configuration (plan and elevation)

Table 1. Sections of columns and beams

Building Typical Column
beams sections (mm)
Floor Level sections
(mm)
Ground - 4th 600 x 300
Floor
10-Storey
office 5th - /7th Floor 500 x 300 500 X
Bth=Roof——
300 400
X 300

Typical slabs' thicknesses = 150 mm
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3. Results and discussion

3.1 Calculations of design acceleration for Jizan city using the Saudi Building Code (SBC301-18)
[31]

g
:\\
J‘
. ~ 10
Najrar
-
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f e ow,
. 4
D
= i h"‘r\.(
=k WY e
=i n’—\l'.‘\
i e
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Figure 4. The ground motion for the SS Risk Targeted Maximum Considered Earthquake (MCER) .

site class B in Southern Saudi Arabia for a 0.2 sec spectral response acceleration (5% of critical
damping) [31].
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Figure 5. The ground motion parameter for the S1 Risk-Targeted Maximum Considered Earthqua

(MCER) at site class B in Southern Saudi Arabia for a 1 sec spectral response acceleration (5% of
critical damping) [31].

The designed response coefficients SS,, S1, SMS, SM1, Fa and Fv are calculated using SBC 301-18
follows:
SS=04¢g (From Figure 4)
S1=0.08¢g (From Figure 5)
Fa and Fv = site coefficients
SMS = The Maximum considered earthquake spectral acceleration for short periods, adjusted fi
class effects
Sys= Fa Ss = 1.2 x 0.4 = 0.48 m/sec?2
SM1 = The Maximum earthquake spectral acceleration for at 1-sec periods, adjusted for site class
Sy1= Fv §1= 1.7 x 0.08 = 0.136 m/sec?
R = the structural system factor (SBC-301-2018):
R = 2.5 (Ordinary Reinforced Concrete Moment Resisting Frame)
| = importance factor determined from (SBC-301-2018):
=1 (for occupancy category | and Il)
SDS = the design spectral response acceleration at short periods.

Sps =3 Sys= 3x 0.483® mpPsec
SD1 = the design acceleration at 1-sec periods.
Sp1 = §SM1= 2, 0.13@0=09 n?/sec
Calculation of time perid, TO, Ts, T and TL:
L,=0.2%DLg 58320.056 sec

T=D1_8820.28 sec
h SDS
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T=0.1N=0.1x10=1 sec
TL=4 sec (for Jazan region- SBC-301-2018)

the design acceleration, Sa, can be calculated as following:
For periods less than 70 (Eq. 4):

Sa = SDS (0.49+ 0.6 (4)

For periods greater than or equal to 70and less than or equal to Ts (EqQ. 5):
Sa = SDS (5)

For periods greater than Ts, and less than or equal to 7L (Eq. 6):
so = S (6)

Using the calculated accel vs time period the design curve for jizan city is constructed as show
Table 2 and Figure 6.
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Table 2. Design response spectrum for Jizan city

Coordinates of Design Response Spectrum Curve

Spectrum Response
Time Period Acceleration
0.000 0.128
0.056 0.320
0.280 0.320
0.400 0.225
0.600 0.150
0.800 0.113
1.000 0.090
1.200 0.075
1.400 0.064
1.600 0.056
1.800 0.050
2.000 0.045
2.200 0.041
2.400 0.038
2.600 0.035
2.800 0.032
3.000 0.030
3.200 0.028
3.400 0.026
3.600 0.025
3.800 0.024
4.000 0.023
4.200 0.021
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The design response spectrum curve shown in Figure 6 is used to determine the design spectral r
accelerations for a given structure in a specific site.

0.35

o
w

0.25

o
(V)

0.15

o
=

0.05

Spectral response Acceleration (Sa)

o

0 1 2 3 4 5
Time Period (sec)

Figure 6. Design Response Spectrum for Jizan city

3.2 Seismic Base Shear (V)
Seismic base shearcan be calculated using the equivalent static lateral force procedure as given ir
7:

V=CsW (7)

Where W is the effective seismic total weight of building

Cs = The seismic response coefficient determined in accordance with SBC301-CR-18), as defined
Eq. 8:

Cs=SDS /(R/1) (8)
SDS = The design spectral acceleration parameter in the short period range
R = The response modification factor.
I= The importance factor.
Cs=(0.32/ (2.5/1)) = 0.128
V = 0.128 x 30718 =3931.9 kN
Fx can be obtained using Eq. 9:

Fx = Cvx V 9)
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ek
"X — vm . Lk
Where:

Cvx = vertical distribution factor, calculated using Eq. 10.

V = total design lateral force or shear at the base of the structure (kN).

wi and wx = the portion of the total effective seismic weight of the structure (W) located or assigne
Level i or x.

hi and hx = the height (m) from the base to Level i or x.

k = an exponent related to the structure period as follows:
For structures having a period of 0.5 s or less, k= 1.

For structures having a period of 2.5 s or more, k = 2.

For structures having a period between 0.5 and 2.5 s, k shall be 2 or shall be determined by lii
interpolation between 1 and 2.
Horizontal Distribution of Forces.

Any story's seismic design story shear (Vx in kN) can be calculated using Eq. 11 as follows:

Vx=3Yni=xFi an

where, Fi = the portion of the seismic base shear (V in kN) induced at Level i.
Overturning Moment

The overturning moments at level x (Mx) (kN.m) shall be determined from the Eq. 12:

(F(hi=h) (12)

Where:

Fi= the portion of the seismic base shear (V) induced at level i.

hi and hx= the height "m" from the base to level i or x.

The following Tables and Figure show the results of the seismic analysis of the studied frame

207



Infill walls (%)

The Islamic University Journal of Applied Sciences (JESC), Issue Il, Volume VI, December 2024

Table 3. influence of infill walls on base
shear of the frame

% Difference Base (kN) shear Infill walls (%)

BEbasssfaear
$08%0736 10.05
80%1.5216 11.17
46%4.9696 12.58
309y/.4176 14.39
20%3.8656 16.81
0%
120%
100% y = -8E-22x2+ 0.0003x -0.9898
Rz=1
80%
60%
40%
20%
0%
0 1000 2000 3000 4000 5000 6000 7000
-20%

Base shear (kN)

Figure 7. Effect of infill walls on base shear in the frame
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. R-Square =1 /
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12 - /./
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1 ' I ' I ' 1 ' I
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Figure 8. Relation between infill walls and % difference in base shear
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Table 3 and Figures 7 and 8 demonstrate that the base shear reported for frames with
heavier infill wall weights is higher, and the percentage difference in base shear increases
as the percentage of infill walls decreases. This indicates that the seismic response of
buildings is certainly influenced by infill walls carrying significant loads. For example, base
shear is increased by 50.3% higher by a fully infill wall than by a bare frame. In comparison
to the bare frame, the fully infilled frame's base shear is amplified by 2.0.

Table 4. Influence of infill walls on the seismic lateral forces

Floor Infill walls (%) %
level Differenc
e
0% 20% 40% 60% 80% 100%
Roof  597.066 717.71229838.3581 959.0039 1079.649 1200.295 0 10
472 0 09 27 7 56 na 4
8th 537.359 645.94106 754.5222 863.1035 971.6847 1080.266 ' '’
825 1 98 34 70 00 12.5
7th 477.653 574.16983 670.6864 767.2031 863.7197 960.2364
178 2 87 41 96 50 14.3
6th 417.946 502.39860 586.8506 671.3027 755.7548 840.2068 ¢ 7
530 3 76 49 21 94 '
5th 358.239 430.62737503.0148 575.4023 647.7898 720.1773 20.0
883 4 65 56 47 38
4th 298.533 358.85614419.1790 479.5019 539.8248 600.1477 25.0
236 5 54 63 72 8 33.3
3rd 238.826 287.08491 335.3432 383.6015 431.8598 480.1182
589 6 43 70 98 25
2nd 179.119 215.31368 251.5074 287.7011 323.8949 360.0886
941 7 32 78 23 69
1st 119.413 143.54245167.6716 191.8007 215.9299 240.0591
294 8 21 85 49 12
Ground 59.7066 71.77122983.83581 95.90039 107.9649 120.0295
472 09 091 273 74 5
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Figure 9. Influence of infill walls on the seismic lateral forces

Despite the fact that infill walls are often considered as non-structural elements, Table 4 and Figu

demonstrate how much of an impact they have on the distribution and magnitude of seismic late
forces in buildings. On the other hand, it is evident that the lateral forces increased as building he
increased maximum at the roof. This is due to the fact that the base shear distributes laterally
along the floor levels based on how high each floor is raised above the ground.
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Figure 10. Seismic lateral force of the analysed frame
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Figure 11. % difference of lateral forces with floor level
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Figure 10 illustrates the seismic lateral force relationship between bare frame and
completely infilled structures. At each story, the lateral pressures in the frame with infill
walls were found to be 50% more than those in the bare frame due to the fact that infill
walls improve a building's overall stiffness. This is because the walls serve as braces,
fortifying the structure and minimizing lateral displacements inside the frame. Stiffer
constructions tend to be more susceptible to seismic forces. According to seismic
principles, there is a proportionate link between structural stiffness and lateral seismic
force. In the lower floors, the difference between the ground floor and the first floor rises
considerably to 50%, whereas in the upper floors, the percentage difference in lateral
forces grows little. Figure 11 illustrates the fluctuations {RdhefparceRtagfpriffedanadivighy.
indicate a non-linear connection for the weight of
Table 5. Influence of infill walls on the lateral displacements of the frame (mm)

Storey Infill walls (%) %
level Differen
ce

0% 20% 40% 60% 80%  100%

Roof 240 199.7 1709 1494 1327 1194 0
8th 216 179.7 153.8 1345 1195 1075 9.97
7th 192 159.7 136.8 1195 106.2 955 11.16
6th 168 139.7 119.6 104.6 92.9 836 12.46
5th 144 119.8 1025 89.6 79.6 71.6 14.35
4th 120 99.8 85.4 74.7 66.4 59.7 16.62
3rd 96 79.8 68.4 59.8 53.1 47.7 20.10
2nd 72 59.9 51.3 44.8 39.8 35.8 24.95
1st 48 39.9 34.2 29.9 26.5 239 33.24
((jEroun 24 20 17.1 14.9 13.3 11.9 50.21
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Figure 12. Seismic lateral displacements of the analysed frame
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Figure 13. % difference of lateral displacements with floor level
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Figure 14. % Difference of lateral displacements with floor level

Table 5 shows that Infill walls have a clear impact on the lateral displacements of building by redt

the displacement capacity of the studied frame by a value of 50.0 % comparing to the bare fr:
Reducing displacements and drift, by providing significant initial stiffness and strength, may decr
after cracking. Similar to the behavior of seismic lateral forces, the percentage difference in lat
forces increases little in the upper floors; however, in the lower floors, the difference increases
significantly, reaching up to 50% between the ground floor and the first floor as illustrated in Fig
12to 14.
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Table 6. Influence of infill walls on the storey shear forces.

Floor Infill walls (%)
level
0% 20% 40% 60% 80% __ 100%
Roof  597.066 717.71229 838.3581 959.0039 1079.65 1200.295
472 0 09 27 56
8th 1134.42 1363.6533 1592.880 1822.107 2051.334 2280-561
629 5 40 46 51 57
7th 1612.07 1937.8231 2263.566 2589.310 2915.054 5240-798
947 8 89 60 31 02
6th 2030.02 2440.2217 2850.417 3260.613 3670.809 +00 1-004
600 8 57 35 13 91
4801.182
5th 2388.26 2870.8491 3353.432 3836.015 4318.598 i
589 6 43 70 08
5401.330
4th 2686.79 3229.7053 3772.611 4315.517 4858.423 03
912 0 49 67
5881.448
3rd 2925.62 3516.7902 4107.954 4699.119 5290.283 -6
71 2 7 24 7
> 3 > 6241.536
2nd 3104.74 3732.1039 4359.462 4986.820 5614.178 93
565 1 16 42 67 c181 506
1st 3224.15 3875.6463 4527.133 5178.621 5830.108 0
895 A 789 207 593847 6601.625
Ground 3283.863947.4176 4610.969 5274.521
56 6 6
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Figure 15. Influence of infill walls on the storey shear forces
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Figure 16. Influence of infill walls on the storey shear forces for fully infilled and bare frames
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Referring to Table 5 and Figures 12 and 13 infill walls show a significant impact on the seismic sto
shear forces in buildings by modifying the building's dynamic behavior during an earthquake.

There is a large difference in storey shear forces in the upper three stories. The shear force in 9tk

is less than that in 8th floor by an amount of 47 % and 30 % between 8th and 7th floor for (fully in
frame). Then the difference becomes very slight in the lower stories; between ground and first stc
was found to be 1.8%. in this case, higher seismic storey shear forces in the lower stories result-
the increased stiffness due to the presence of infill walls. Finally, the value of storey shear fol
increased by 50.3% in fully infill walls compared to bare frame in all levels.

Table 7. Influence of infill walls on the overturning bending moments

Floor Infill walls (%)
level TO0%
0% 20% 40% 60% 80% o
Roof 0 0 0 0 0 0
8th  1791.19 2153.136 2515.07 2877.01 3238.94 000-88
941 87 432 178 92 669
oth ~ 6985.67 8397.233 9808.78 11220.3 12631.9 14043.4
773 80 987 459 020 580
6th 170163 20454.80 23893.2 27331.6 30770.0 342084
944 02 061 119 17 235
66616.4
sy 33137.1 39833.03 46528.8 53224.7 cggo0
892 21 750 179 ¢ 037
113427.
s 564227 67823.81 79224.8 90625.8 ;45076
816 14 413 711 4 930
176443,
sy B87768.7 105503.7 123238. 140973.15g70g,
714 06 642 577 o 447
o 127891. 153733.9 179576. 205418. 257103.
638 72 307 641 231261 309
st 177328. 213160.5 248992. 284824. 356487
> 742 50 358 166 320656 782
475317,
Groun 236438.284214.0 331989. 379765, 427541, 04
d 323 672 8112 555 29
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Figure 17. Influence of infill walls on the overturning bending moments

As seen in Figure 14, Table 6 demonstrates that the Infill walls significantly impact the seismic
overturning moments in the buildings under study. The building becomes stiffer in the lower st
which causes the moments to steadily increase from the top to the base of the frame. This relatic
is in good agreement with the findings of I. K. Ejiogu et. al. [4].

500000
450000 1Y =-6.87251E6+583190.60225 X-16255.13468 X +140.26662 le.
. R-Square = 0.99998
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Figure 18. Overturning moments for bare and fully infilled frame
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Table 8. % Difference in overturning moments with floor levels

Floor Level % difference in overturning moment

Roof 0
8th 100
7th 74.4
6th 58.9
5th 48.6
4th 41.3
3rd 35.7
2nd 31.4
1st 27.8

Ground 25.0
100 ]

Y =-485.05333+830.56384 X-445.79389 X*
115.37885 X315.6879 X+1.07756 X-0.02947 X °
80

\
] / / 3\ R-Square=0.9907
60

40 |

N \-»\\

|

% difference in overturning moments

L — 1 L 1
Roof 8th 7th  6th  5th 4th 3rd  2nd  1st Ground

Floor level

Figure 19. % difference in overturning moments with floor heights

For this polynomial formula, the coefficient of determination (R2) is R2 = 0.9907 as shown in Table
and illustrated in Figure 15. Because the overturning moment at the roof is zero, the differen
moments increases by 100% at the eighth floor, and then there is a gradual decrease until the g

floor, which gave the lowest value, this relationship could not have been achieved without the u
the highest power of polynomial (exponent = 6).

The findings of this study closely align and bear similarities to those of Abdelkader Nour (2022),
Ayman (2015), Waleed Abo El-Wafa (2012), Ram Krisna (2024), Abdelghffar (2022), and Robin
(2004) as a sample of results' agreement.
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This paper investigates into how infill walls influenced an ordinary RC moment-resisting
frame (ORCMREF) in Jizan city, Saudi Arabia. A 10-storey moment-resisting frame with and
without infill walls was analyzed for purposes of comparison. Investigations were
conducted on the effects of infill walls on seismic base shear, lateral forces, storey shear
forces, and overturning moments. The study's findings demonstrated that the inclusion of

infill walls significantly increased the building's base shear when compared to a building
without infill walls; in fact, this increase was 100%. This indicates the infill walls' weights
have noticeﬂb,le gﬁfedﬁ on the buildin%'s seismic response. L
Even though infill walls are sometimeés regarded as non-structural elements, they have signifi
effects on how much and where seismic lateral forces are distributed throughout buildings. On th
hand, it is evident that the lateral forces and displacements increased as building height incre
peaking at the roof. This is due to the fact that the base shear distributes laterally within the floor
based on how high each floor is raised above the ground. The weight of the infill walls used in
investigation has a non-linear relationship to the variation in the percentage difference between
values. In the upper floors, the percentage difference in lateral forces increases little; however, i
lower floors, the difference increases significantly, reaching 50% between the ground floor and th
floor. A non-linear relationship between the height of floors and the ratios of infill walls utilized in
study can be found by observing variations in the percentage difference in lateral forces across
successive floors. Additionally, when the weight of the infill walls increases from top to bottom of
investigated frame, the storey shear forces increase significantly. It was found that, for all floor le
the value of shear forces is increased by 50.3% more than that of the bare frame. Additionally, be
the building becomes stiffer in the lower stories, it has been noticed that adding infill walls to the-
increased the overturning moment from the top to the base of the structure. Moreover, the over
moments increased by 50.3% in the fully filled frame compared to the bare frame. Because infill v
improve a building's total stiffness, they usually increase base shear, lateral force, shear force,
bending moments. This decreases lateral displacements, or drifts, during seismic events. In gene
is found that, compared to the bare frame model, the dynamic response behavior of the building
is considerably changed by the inclusion of masonry infill action.

4. Conclusion

The impact of wall filling on an ordinary RC frame in jizan city, Saudi Arabia was checked in
this trial. Investigation was performed into how filling with walls affected base shear, lateral
forces, shear forces and overturning moments.

From the results obtained, it can be concluded that:

The addition of infill walls significantly increased base shear by 100 % when compared to a
bare frame. The lateral forces and displacements increased as building height increased
peaking at the roof, due to the fact that the base shear distributes laterally within the floor
levels based on how high each floor is raised above the ground. In the upper floors, the
percentage difference in lateral forces increases little; however, in the lower floors, the
difference increases significantly, reaching 50% between the ground floor and the first
floor. It was found that, for all floor levels, the value of shear forces increased by 50.3%
more than that of the bare frame. It was noticed that the overturning moments increased
by 50.3% in the fully filled frame compared to the bare frame. In general, it was found that,
compared to the bare frame model, the dynamic response behavior of the building model
is considerably changed by the inclusion of masonry infill action.
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Optimizing Performance and Exhaust Emission of a Direct
Injection Diesel Engine Running on Fuel Additives with
Variable Loads: An Experimental Investigation

Faisal Mahroogi, Mahmoud Bady

Mechanical Engineering Department, Islamic University of Madinah, Saudi Arabia

Abstract: Saudi Arabia is dedicated to sustainable development and clean energy. It uses
cutting-edge approaches to address energy-related issues, including the circular carbon
economy and a more varied energy mix. For Saudi Arabia to achieve its Vision 2030 goal of
having a net zero future by 2060, sustainability is essential. By addressing the energy and
climate issues of the modern world with responsibility and innovation, Vision 2030 is
turning into a global role model for the transition to a sustainable future. The current study,
which presents an experimental analysis of a diesel engine's performance and exhaust
emissions mainly running on waste cooking oil (WCO), plays a crucial role in this transition.
The engine type utilized is a single-cylinder direct injection diesel engine with

constant speed and natural aspiration. The research was done on the engine's
performance and emission

parameters when fueled with two blends. The first is a mixture of 10% butanol, 70% diesel,
10% WCO,

and 10% diethyl ether (D85B5W5DDS5), while the second is a mixture of 5% butanol, 85%
diesel, 5%
WCO, and 5% diethyl ether (D85B5W5DD5). The study's findings demonstrated that engine
emissions
of nitrogen oxides (NOX) and carbon monoxide (CO) varied significantly depending on

the applied

lc%%dn’ggh,glsg,r%hg thermal efficiency and cylinder pressure were all impacted by load

engine emissions change considerably with the engine load.
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1. Introduction

The growing global concern over air pollution and depleting fossil fuel resources has driven
extensive research in improving the efficiency and emission profiles of internal combustion
engines, particularly diesel engines. Diesel engines, widely used in transportation,
agriculture, and power generation, are known for their high thermal efficiency but also
their significant contribution to harmful emissions such

as nitrogen oxides (NOx), particulate matter (PM), and hydrocarbons (HC) [1]. The current

study, which

1pIores alternative fuels and fuel additives, significantly contributes to this area,
offering potential

solutions to mitigate these environmental impacts and instilling hope for a cleaner and

sustainable
future.

Fuel additives, particularly in biodiesel-diesel blends, have shown promise in enhancing

combustion

ﬁﬁ%ﬁ%%md reducing emissions in diesel engines [2]. These additives can alter the
chemical properties of the fuel, influencing key factors such as combustion temperature,
fuel

@ﬁ%ﬂ@}%ics%%ngﬁﬂ% formation [3]. However, the performance and emission
running on fuel additives vary significantly with engine load, making it crucial to evaluate

their
behavior under different operational conditions [4].

Several renewable resources can be used to produce biodiesel, which is recyclable,

toxic-free, and

Bl’esﬁ%gatﬂ our planet. In gas turbines, Habib et al. [5] investigated blended biodiesel made
canola, recycled rapeseed, and hog fat against Jet A1. They observed a decrease in HC, CO,
NOx, and

%%‘% %H%Sgpmpared to Jet A-1. Moreover, waste cooking oil (WCO) can be utilized to
which helps lessen the worldwide food shortage brought on by foreign conflicts,
particularly the war

between Russia and Ukraine [6].

Waste cooking oil has been put to the test by certain scholars as an additive to fuel for

diesel-powered
epgings I7]- Waste cooking oil is classified as a third-generation substrate, along with fat
fish oil, and microalgae, by Radwan et al. [8]. These substrates are frequently utilized to

produce
bigdiegsld9]: Thus, waste cooking oil is explored experimentally in this work as a potential

fuel supplement for compression ignition engines [10]. The regular usage of Cl engines in

all arenas

229
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2. Experimental setup

A four-stroke, single-cylinder, water-cooled diesel engine was operated as an experimental
bed exclusively designed for research in the field of automotive engineering, as illustrated
in Fig. 1. The setup encompasses a single-cylinder, four-stroke diesel engine fixed to an
eddy current dynamometer that regulates engine loading. The engine's bore is 87.5 mm, its
stroke length is 110 mm, and the total swept volume is 661.5 cm3. The trials were carried
out at a compression ratio of 17.9 with a steady speed of 1630 rpm. The paraphernalia
essential for measuring in-cylinder pressure and crank angle was installed in the engine. In
addition, interfaces for load measurement, temperature, airflow, and fuel flow were all
installed. For determining the PO-PV diagrams, these engine signals are interfaced to a
computer via a data logger device. The configuration facilitates the analysis of engine
performance for the following parameters: mechanical efficiency (ME), volumetric efficiency
(VE), specific fuel consumption (SFC), air-fuel (A/F) ratio, heat balance, brake mean effective
pressure (BMEP), brake power (BP), frictional power (FP), brake thermal efficiency (BTE),
indicated thermal efficiency (ITE), and brake mean effective pressure (IMEP). The setup
consists of an isolated panel box with an air box, a fuel tank, and transmitters that monitor
air and fuel flow. "ICEngine _ SoftL V9 .1" is the application program for engine recital
AsfiassgasranAlynedia infksthBexd tinvaine imtigifizcexibabswpips tigmkasure and record the exhaust

gas components and their concentrations. To ensure precise and high-performing procedures, e:
sample is dried and cleaned using specialized gas specimen conditioner equipment. Via an inlet .
particulate filter, an inner pump sucks a gas stream into the sensor's chamber. The device was de
to detect the concentration of 6 species: CO, CO2, CxHy, NOx, 02, and SOx.

Fig. 1 The test engine used in the experimental investigation
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Fig. 2 Front panel of the engine performance software.

Table 1 presents the properties of pure diesel and the two blends. Blend 1 (D70B10W10DD10) ha:

highest viscosity, which could affect fuel injection and flow characteristics compared to pure die
Blend 2 (D85B5W5DD5) has a lower viscosity than Blend 1 but is still higher than pure diesel. Als
the table shows that all blends have lower heating values than pure diesel, with Blend 1 being the
This indicates that the blends may produce less energy upon combustion than pure diesel. At the
time, the densities of both blends are slightly lower than that of pure diesel, reflecting the influen
the lighter components (butanol and diethyl ether) in the blends.

Table 1: Physical and chemical properties of the fuels used in the investigation

Diesel Blend 1 Blend 2
Composition | Pure diesel fuel D70B10W10DD10 D85B5W5DD5
Viscosity 3.0 cStat40°C.| 5.9 cStat40°C. 4.4 cSt at 40°C
LHV 42.5 Mj/kg. 40.5 M)/kg 41.8 M)/kg
Density 0.850 g/cm3 0.831 g/cm3 0.836 g/cm3
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3. Results and discussions

3.1. Performance parameters

Figure 3 presents the p-theta diagram of the engine for the three fuels at zero load and
75% load. The peak pressure is around 50 bar and occurs slightly after the top dead center
(TDC, at 0° crank angle), typical in diesel engines. The pressure for pure diesel rises
gradually as the crank angle approaches TDC. It reaches a peak pressure of just over 50
bar around TDC and gradually drops afterward. Blend 1 exhibits a slightly higher peak
pressure than pure diesel, peaking at around 50-52 bar. The pressure rise begins earlier
than pure diesel, indicating faster combustion or better ignition characteristics. Blend 2
shows the highest peak pressure of the three, peaking just above 52 bar. Like Blend 1, it
has an earlier pressure rise than pure diesel, suggesting more rapid combustion.

Blends 1 and 2 produce higher peak pressures than pure diesel, indicating more efficient

combustion at
geko load. This could be attributed to the improved ignition or combustion characteristics of
additives in the blends. Blend 2, in particular, shows the highest pressure, implying it

has the most
fMfjanced combustion behavior. The earlier pressure rise in Blends 1 and 2 suggests better

atomization, quicker ignition, and possibly oxygenated additives, which promote faster

combustion.
Byrsdiesshhas a slightly delayed pressure build-up, which might indicate a less aggressive

at zero load. After the pressure peaks, all curves follow a similar pattern, gradually dropping

in pressure.
H%ggﬁﬁg%wﬁqajgnds maintain higher pressure values for slightly longer after TDC,

sustained combustion phase than pure diesel.

Both blends perform better in peak pressure and faster combustion, indicating improved
engine

BRI manse,and potentially lower fuel consumption or fewer unburnt hydrocarbons.
the highest pressure and fastest combustion among the blends. This could indicate that

blend 2 might
féré)a/%ehlpg%qr energy output performance, but the increased peak pressure might also

NOx emissions.
The pressure history at 75% load has the same trend as the zero load. However, the greater

the load, the

ignreater the geak Jpressure inside the cylinder. In both figures, blend 2 exhibits the
aximum préssur

among the three fuels. At zero load, the maximum pressure is 53 bar, while at 75%, the

peak pressure
is 74 bar.
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80
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Fig. 3 The p-theta diagram for the three fuels: at zero load and 75% load.

Figure 4 shows the p-v indicator diagram of the three fuels at no load and 75% load. This type of

diagram helps evaluate the efficiency and combustion characteristics of different fuel blends, wh
essential when assessing alternatives to pure diesel for improved performance and reduced emi
For the zero load case, pure diesel shows the pressure rise and fall during the engine cycle for
diesel fuel. Peak pressure occurs early, around 50 bar, then rapidly drops as the volume increases
1 results in a slightly higher peak pressure than pure diesel, with a peak around 53 bar. The curve
closely follows the diesel curve but suggests a marginally more powerful combustion phase. Ble
shows a peak pressure similar to Blend 1, around 53 bar, with a slightly faster pressure drop-off
the other curves, indicating a quicker release of energy during combustion. Blends 1 and 2 demor
slightly higher peak pressures than pure diesel, which could improve engine performance.
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The differences in pressure distribution and drop-off rates suggest slight variations in how
each blend combusts within the engine. Blend 2 may release energy more quickly, leading
to quicker combustion phases. No significant difference is noted for the 75% load case,
which has almost the same trend but with higher peak pressure than the no-load case.

80

75% Load

- - -Blend 1 (D70- B10- W10- DD10;
«eeeer. Blend 2 (D85- B5- W5- DD5)
——Pure diesel

70

60

Pressure (bar)

700 800
Volume (cm3)

60

Zero Load
- - -Blend 1 (D70- B10- W10- DDJ0)
........ Blend 2 (D85- B5- W5- DD5)
——Pure diesel

W
50 i
40

30

Pressure (bar)

20

10

R R R e

de T frttiitiesietaiaee

0 100 200 300 400 500 600 700 800
Volume (cm3)

Fig. 4 The indicator diagram for the three fuels at zero load and 75% load.

Figure 5 illustrates the brake thermal efficiency (BTE) of two fuel blends compared to convention:
diesel at varying engine loads. Blend 1 shows an increase in brake thermal efficiency from 0% to -
load, peaking around 50%, then gradually decreasing beyond that point. Blend 2 shows a much h
peak brake thermal efficiency at around 75% load, surpassing Blend 1 and Diesel at mid to high
conditions, but drops quickly afterward. Pure diesel shows a relatively stable and moderate incre:
efficiency, peaking at around 75% load, but it doesn't reach the levels of the other two blends. Ble
offers the highest efficiency at higher loads (around 75%), outperforming Blend 1 and diesel.

Also, Blend 1 has a strong performance at mid loads (50%) but falls off more sharply beyond t

compared to diesel. Diesel maintains a more consistent performance across various loads but d
excel at any particular point compared to the blends.
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100
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Fig. 5 Variation of the brake thermal efficiency with the applied load for the different fuels.

3.2. Engine emissions

Figure 6 compares three fuel blends' nitrogen oxide emissions under varying load conditi

The fuels compared are Blend 1 (D70-B10-W10-DD10), represented by black squares;
Blend 2 (D85- B5-W5-DD5), represented by blue triangles; and Diesel, represented by
orange circles. Blend 1 starts at approximately 50 ppm NOx at 0% load and increases
steadily, peaking around 150 ppm at 75%. At 100% load, it decreases slightly. Blend 2 starts
at around 100 ppm NOy at 0% load, rises sharply to about 200 ppm at 50% load, then
stabilizes and slightly decreases as the load increases to 100%. Diesel exhibits much lower
NO, emissions than both blends, starting around 50 ppm at 0% load, maintaining a
relatively stable level until around 50% load. Afterward, it begins to rise but remains
significantly lower than the two blends, even at full load. The important note is that higher
NOy emissions from Blends 1 and 2, where both blends produce significantly higher NOy
emissions than conventional diesel, particularly at higher loads.

Blend 2 exhibits a steeper increase in NOx emissions as the load increases, peaking

earlier at around

Q%%%@dfoﬁ?@}él%%'IG%M%E}%”&%QEE&EERR_SU'@H’%%%‘H?%%%EOEHQLFéEia'Epegtru m,
tics, leadjng t v,aériatlons in NO, emiss Qr};ﬁﬂa%@agldmg waste cooking oil to fuel bler
FTEB_%

&
FoMRaLEY | Qt dF&tBFeD GHR RS
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However, the specific amounts in these blends may not be sufficient to achieve this effect,
especially as the load increases. While butanol and other alcoholic fuels can offer
renewable or lower-carbon advantages, they may also lead to higher NO, emissions due

to their combustion properties.

DEE is oxygenated like butanol and can increase combustion efficiency, possibly producing
higher local temperatures and NOx emissions. Both butanol and DEE introduce more oxygen int
combustion process, which can enhance combustion and pose a risk of increased NOx due to |
local combustion temperatures.

250
-&-Blend 1 (D70- B10- W10- DD10)
Blend 2 (D85- B5- W5- DD5)
200 Diesel

150 A
\\‘

100 A

NOx (ppm)

50 1

0% 25% 50% 75% 100%

Load
Fig. 6 Variation of the NOx emissions with load for the different blends.

Figure 7 presents the carbon monoxide emissions as a percentage (%) for three different

fuel blends under varying load conditions. Diesel fuel starts at around 0.03% CO at 0%

load, decreasing slightly at 25%, then rises steeply after 50%, peaking around 0.17% at
100% load. Blend 1 begins slightly above 0.03% CO at 0% load. It shows a mild decrease as

load increases, staying relatively stable up to 75% load, then increasing slightly to around
0.05% at 100% load. Blend 2 shows a slight increase in CO emissions as load increases,
starting at around 0.03% at 0% load, peaking just above 0.06% at 75% load, and then
slightly decreasing at 100% compared to pure diesel.

Diesel shows the steepest increase in CO emissions at higher loads, indicating that its
combustion efficiency significantly decreases as the load increases. This trend suggests that diese
not burn as cleanly at higher loads, leading to incomplete combustion and higher CO production.
1 demonstrates more stability across the load spectrum, with lower overall CO emissions than d
especially at higher loads. This could indicate better combustion characteristics under high-load
conditions. Blend 2 shows a moderate rise in CO emissions, peaking at around 75% load, then de
slightly by 100%. This suggests that its combustion process might stabilize or become more effic
at full load than diesel.
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The CO emissions are typically a sign of incomplete combustion. Diesel emits more CO at
higher loads, suggesting that its combustion efficiency declines as the load increases. On

the other hand, both blends seem to maintain more stable or improved combustion at
higher loads, likely due to the butanol or waste cooking oil components improving fuel
combustion characteristics.

Both blends' waste cooking oil and diesel-diluted components (W and DD) could contribute

to complete combustion and lower CO emissions, particularly in Blend 1. The waste cooking oil in
blends often leads to more complete combustion by reducing combustion temperatures, while ac

may enhance combustion efficiency.

0.18 |

-&-Blend 1 (D70- B10- W10- DD10)

—4-Blend 2 (D85- B5- W5- DD5)
Diesel

0.15 4

0.12 4

0.09 4

CO (%)

0.06 4

0% 25% 50% 75% 100%

Load
Fig. 7 Variation of the CO emissions with load for the different blends.

Figure 8 shows the variation of the emitted hydrocarbons with the engine load for the three stud
fuels. At low loads (0% to 25%), diesel has the lowest HC emissions, with values under 50 ppm. T
HC emissions increase significantly at higher loads (75% to 100%), peaking around 200 ppm at 7
load before dropping slightly at 100%. Diesel's HC emissions sharply increase with load, significar
beyond 50%, suggesting it produces more hydrocarbons at high engine loads.
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For Blend 1, this fuel blend maintains a reasonably consistent HC emission level across the
load range. The highest emissions are observed at 25% and 100% load, but emissions
remain below 100 ppm even at their peak. It shows the most stable behavior regarding HC
emissions across different loads.Blend 2's HC starts moderately low and increases to 50%
load, where emissions peak near 100 ppm. After 50% load, the emissions drop significantly,
making it the lowest emitting blend at high loads (75% to 100%). Such a blend emits more
HC at lower to mid loads (25% to 50%) but performs better at high loads, reducing

emissions significantly after 50%.
Fig. 8 Variation of the HC emissions with load for the different blends
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4. Conclusions

The current study presents an experimental analysis of a diesel engine's performance
and exhaust emissions mainly running on waste cooking oil (WCO). The engine type
utilized is a single-cylinder direct injection diesel engine with constant speed and
natural aspiration. The research was done on the engine's performance and emission
parameters when fueled with a mixture of 5% butanol, 85% diesel, 5% WCO, and 5%
diethyl ether (D85B5W5DD5). The study's findings demonstrated that engine emissions
of nitrogen oxides (NOX) and carbon monoxide (CO) varied significantly depending on

the
gﬁgrl]igg load. The brake thermal efficiency and cylinder pressure were all impacted by load

Also, the engine emissions change considerably with the engine load. Based on the study

findings, the
following points arise:
Blends 1 and 2 perform better in peak pressure and faster combustion, indicating

improved engine
BRIferang,.and potentially lower fuel consumption or fewer unburnt hydrocarbons.
the highest pressure and fastest combusti%l?ﬁsamong the blends. This reflects that blend 2
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Blend 2 shows a much higher peak brake thermal efficiency at around 75% load,
surpassing Blend 1 and Diesel at mid to high load conditions, but drops quickly afterward.
Diesel exhibits much lower NO, emissions than both blends, starting around 50 ppm at
0% load, maintaining a relatively stable level until around 50% load. Afterward, it begins to
rise but remains significantly lower than the two blends, even at full load. The studied
blends can interact in intricate ways. For example, the oxygen concentration of butanol
and waste cooking oil can boost combustion efficiency, while DEE's high cetane number
can increase ignition quality. These factors can all contribute to increases in NOXx
emissions, although the overall effect depends on the blend ratios and engine operating
circumstances. Blend 2 shows a slight increase in CO emissions as load increases, starting
at around 0.03% at zero- load, peaking just above 0.06% at 75% load, and then slightly
decreasing at 100% compared to pure diesel. Blend 2's HC starts moderately low and
increases to 50% load, where emissions peak near 100 ppm. After 50% load, the
emissions drop significantly, making it the lowest emitting blend at high loads (75% to
100%). Such a blend emits more HC at lower to mid loads (25% to 50%) but performs
better at high loads, reducing emissions significantly after 50%. There will be many
challenges faced when implementing biodiesel-diesel blends because the complexity of
the fuel and the additives in the combustion process where high temperature existed,
and no one can predict the products of the combustion unless the experimental testing is
done to find the final percentage of the gas results for each new blend.

In conclusion, research involving experimentation and mathematical modeling is necessary
to accurately assess the effect of different fuel blends on NOx, CO, and HC emission levels.
Blend 2 reduces overall emission levels compared to pure diesel fuel. Still, more
investigations will be done to understand the emission behavior in the experimental work
by adding different additives like nano particles or improving the biodiesel mixture
characteristics.
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Abstract: DDoS attacks are a concern in most distributed and cloud environments, and
they can be a threat to any multi-cloud system. This research offers an innovative method
to detect DDoS using adaptive machine learning techniques. The proposed methodology
deploys a combination of algorithms, such as LightGBM, CatBoost, and XGBoost, with an
overall accuracy of 99.32%, 99% specificity, and 99% sensitivity for most attack classes. In
addition, the methodology addressed the challenges of the minority classes, where
CatBoost had a recall of 85% for previously marginalized attacks. The results indicate the
effectiveness of the proposed system across different DDoS attack types and traffic
patterns, making it viable and effective for the protection of cyber security structures that
operate in a multi-cloud system.

Keywords: Distributed Denial-of-Service, Machine Learning, LightGBM, CatBoost, XGBoost,
Adaptive Detection, Cloud Security, Cybersecurity, Minority Class Handling, Scalable Solutions.
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1. Introduction

The cloud computing paradigm can be defined as on-demand computing services, such
as the availability of servers, storage, network management, databases, software,
platforms, and applications via the Internet [1]. Cloud resources are distributed over
multiple cloud centers across continents. Today, the top listed cloud computing service
providers are Google Cloud Platform, Amazon Web Services (AWS), and Microsoft Azure.
The Cloud computing paradigm is no longer a buzzword; it has matured today.
However, with the advent of online and ubiquitous services, human interaction,
businesses, healthcare, and education have renewed perspectives. Individuals,
businesses, and governments have a massive demand for the adoption of cloud
computing services in the recent past [2]. As per a Statista report [3], cloud computing
generated an enormous revenue in 2021 of $400 billion, worldwide.

Classically, cloud service is divided into three services, which are Software as a Service (SaaS
Infrastructure as a Service (laaS), and Platform as a Service (PaaS). SaaS allows users to use clot
based software connecting to the Internet, such as email, Microsoft Office 365, and Zoom. In cont
laaS provides computing resources that are part of the cloud over the Internet. Users get the impi
that they own powerful computing resources, but not in reality. The user handles the cloud infras

by using the concept of cloud virtualization.

Further, PaasS is the fusion of infrastructures like servers, storage, and network hardware and ¢
platform where users can code, test, and deploy the application—for example, Azure and Google

Engine. The three cloud service models and their applications are depicted in Figure 1.
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Figure 1. Cloud computing services.
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The cloud computing demand is growing. At the same time, there is incremental growth
in serious threats from hackers, malicious users, and cyber criminals who need to be
countered with effective measures [4], [5]. The security concerns are complex and
diverse, including data privacy concerns, denial-of-service (DoS) attacks, and minimal
transparency about intrusions from cloud service providers. A DoS attack sends bulk
traffic to the cloud server from a single IP or a computer. Distributed denial-of-service
(DDoS) is a DoS attack that uses multiple IPs or computers sendin requests to a cloud
server. Due to this sudden traffic flooding, a website or cloud resource crashes or is
unavailable for processing users' requests [6]. The most significant DDoS attack ever
recorded against a European customer on the Prolexic platform was detected and
mitigated by Akamai on Thursday, July 21, 2022 [7]. Here are a few recent examples of
DDoS attacks:

» GitHub DDoS attack in February 2022.

* Akamai DDoS attack in June 2021.

* Amazon Web Services (AWS) DDoS attack in May 2021.

* T-Mobile DDoS attack in August 2020.

* University of California San Francisco DDoS attack in June 2020.

This paper addresses a frequent and practical problem cloud services face today: DDoS attacks. U

conventional machine learning approaches that rely heavily on static datasets, this study introc
adaptive methods to address the dynamic and evolving nature of modern DDoS attacks. This <
leverages advanced machine learning algorithms, including LightGBM, CatBoost, and XGBoost,
which provide scalable and high-performance solutions for DDoS detection. Unlike binary
classification methods that classify traffic as either normal or attack, this study addresses a multi
problem, identifying both normal requests and multiple types of attacks. By incorporating fec
selection techniques, this approach enhances computational efficiency while improving detection
accuracy across diverse traffic types. This categorization aids in designing better cybersecurity
solutions by enabling attack-specific mitigation strategies.

1.1 Research Contributions

The contributions of the proposed study are in two folds, which are:

« Propose an adaptive machine learning-based approach to detect DDoS attacks, integratin

advanced algorithms such as LightGBM, CatBoost, and XGBoost. This approach is capabl
of managing the dynamic and evolving nature of modern-day DDoS attacks.

Develop a multiclass prediction method for DDoS attack detection that not only classifies
regular requests but also identifies specific types of attacks. This advancement enables
creation of more targeted and powerful attack-specific defense technologies.

Design a scalable and lightweight DDoS detection method that achieves high accuracy anc
sensitivity while requiring less computational and data resources, making it suitable for
dynamic cloud environments.
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1.2 Paper Structure

The paper is divided into five sections. Section 2 discusses literature related to research and
development concerning methods used to detect DDoS attacks. Section 3 comprehensively explai
proposed machine learning-based DDoS attack detection method, integrating advanced algorithn
as LightGBM, CatBoost, and XGBoost, whereas section 4 critically discusses the results. Finally, tF
study is concluded in Section 5, highlighting key contributions and potential directions for fut
research.

DDOSs

OS é DDos
- AT TACK
:| BE: @

Figure 2. Block diagram of DoS and DDoS attacks on a cloud server.

2. Literature Review

For a seamless operating cloud computing application, it is imperative to detect threats to the
before they cause any server crash or resource unavailability. The most common and critical thre,
are DDoS attacks [8]. DoS attacks are easy to identify as they come from a single machine. Howev
DDoS attacks are not easily detectable as these attacks pretend to originate from different machi
as depicted in Figure 2. Thus, it is hard for security devices to distinguish between regular user
requests and DDoS attacks [6], [9]. Machine learning started to play an essential role in identifying
DoS and DDoS attacks in the last decade because rather than just focusing on malicious IP addre:
these algorithms tried to understand the pattern and behaviors of DDoS attacks [1] [10]. The
proceeding subsections discuss machine learning and deep learning-based methods for detecting
DDoS attacks on cloud servers.

2.1 Machine Learning
Machine learning helps to understand an environment and its processes comprehensively.

Machine learning algorithms learn from examples and acquire the ability to perceive unseen scer
for the given task.

Machine learning is widely used to defend cloud servers from DoS and DDoS attacks. Some o
the popular choices of algorithms are Decision trees, Support Vector Machines (SVM), Random
Forests, and Ensembles.
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Decision tree classifiers are robust and quite popular in detecting DDoS attacks.
Lakshminarasimman et al. [19] used a classical J48 decision tree classifier on the KDDCup'99 data
to predict attacks. One major issue with decision tree classifiers is that they get slower and resour
exhausted with increasing feature space, tree, and depth. There are multiple studies performed t
address this issue. Latif et al. [20], [21] proposed a fast decision tree classifier and analyzed it for
DDoS attacks on cloud-based wireless body area networks (WBAN). Further, to address the resou
exhausted issues, Kareem et al. [22] proposed a lightweight partial decision tree classifier for DDc
attack prediction.

SVM is a powerful classifier, particularly for binary classification problems. SVM aims to find

an optimal decision boundary, a hyperplane, which can differentiate among classes for DDoS atta
detection. Such as Ye et al. [23] proposed a method that used the fusion of an SVM classifier with
feature extraction to predict DDoS attacks. In [21], Tang et al. [22] also used feature extraction to
power the SVM classifier. Further, Abusitta et al. [24] proposed an SVM-based method that monit
in an adaptive manner where it updates its knowledgebase as per the real-time state of the cloud
which helped the method improve DDoS attack detection accuracy. A modified version of SVM is
proposed by Oo et al. [25], which has better execution times and improved accuracy in predicting
DDoS attacks. One disadvantage of SVM is that its performance is not good when there are
overlapping classes that the author in [25] tried to address.

Ensemble learning classifiers try to mitigate the weaknesses of various classifiers and fuse th
to strengthen the classification process. A recent study by Alduailij et al. [26] used feature selectio
and ensemble learning fusion. First, they used Mutual Information (Ml) and Random Forest for
feature selection. Then, the authors applied Random Forest (RF), Weighted Voting, and Gradient
Boosting. Similarly, in another study, Thanh and Lang [27] used the UNSW-NB15 dataset to
critically analyze the performances of Bagging, Random Forest, AdaBoost, Stacking, and Voting
classifiers. The study showed that the Stacking classifier produced the best results.

In contrast, Jia et al. [28] proposed hybrid and heterogeneous ensemble classifiers that conta
classifiers from different algorithmic families to detect DDoS attacks. Another ensemble classifier
was proposed by Firdaus et al. [29] as a fusion of Random Forest and K-means++ classifiers for
DDoS attack detection, producing enhanced prediction accuracy. Ensemble learning is a prevalen
choice in DDoS attack detection. However, it has a computation tradeoff as it needs a powerful
system and more processing time.

2.2 Deep Learning

Deep learning methods mimic the learning process of humans. Neural network-based algori
are solving some of the most complex problems today. They can learn from nonlinear data, makil
them perfect from images to the natural language processing domain [30], [31]. Several deep leal
architectures are proposed, and the six widely used ones are given in Table 2. Slowly, these deep
learning methods are making inroads in detecting DDoS attacks. In this quest, Yuan et al. [32]
proposed DeepDefense, a deep learning-based approach for classifying DDoS attacks. The result:
were compared with classical machine learning methods, and there was a 5.4% decrease in the el
rate, proving the usefulness of DeepDefense. Another deep learning method proposed by Lopes
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[33], known as CyDD, is the fusion of feature engineering and deep learning. CyDDoS was tested ¢
the CICDD0S2019 dataset. Furthermore, [33] focused on reducing the processing overheads as m
deep learning-based methods are resource-exhaustive. More recently, Xinlong and Zhibin [34]
proposed a hybrid deep learning method using Hierarchical Temporal Memory to detect DDoS
attacks.

From the above-mentioned literature, it is evident that for DDoS attack detection, the researc
community is putting deep learning methods into practice. In the proceeding section, a deep lear
based method powered by an adaptive mechanism is proposed to detect DDoS attacks. As per th
above literature, no prior study is adaptive and capable of handling newer DDoS attacks.

Table 1 highlights the diverse approaches to machine learning and deep learning for DDoS th
detection and categorization. From traditional methods like KNN and SVM to more complex syste
such as DCNN and NDAE, each study focuses on different aspects of DDoS detection, employing :
variety of techniques to improve accuracy, reduce resource consumption, or enhance the ability t
distinguish between benign and malicious traffic. The table underscores the advancements in Al-
driven cybersecurity measures, displaying the potential of both machine learning and deep learni
combating DDoS attacks effectively.

Table 1. Tabular Representation of the Literature Review

Study
& Techniqu Detailed Approach Datase  Outcome/
Refere e Used Description tUsed Performance
nce .
Dynamic
MLP High
Wang (SBSML 31 optimized sequence NSL- ~ accuracy with
Eﬁ 3|] P features, feedback mechanisniKDD fa specific
cIas)s ifier a%%tglgesgﬁ“}er
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accuracy in
Can et DDosNe 24 selected features fora CICD binary
al. t(fUHY't fully-connected MLP  D0S20 classification
13 connecte classifier 19 using a neural
1l d MLP) ne%work
approach
Random
Forest
showed the
Samo ML best
m & models 20 sglgcted featgres for CICD performance;
Taggo (LR, RF, classifying four different D0S20 lower
[14] MLP, attack types 19 performance
etc.) with the

entire feature
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mechanisms in the context of analyzing
increasing cyber threats. network data
and
identifying
cybersecurity
threats.

3. Methodology

The existing literature presents various machine learning-based techniques for detecting DD«
attacks, but these methods often need help in real-world dynamic situations. Our
proposed method, using Feedforward deep neural networks (FDNN), adaptively adjusts to
evolving threats. While most research focuses on binary classification, our approach
delves into classifying attacks into specific types, a more complex multiclass problem. By
accurately identifying and categorizing attacks, targeted defense strategies can be
substantially improved, enhancing their effectiveness.

3.1 Experimental Setup

All the experiments are performed on a system equipped with an Intel Core i7 processor
(16 cores, 32

GB RAM). Python programming language is utilized, incorporating Jupyter Notebook as the

inter%rated, development environment (IDE) [6]. The main libraries are pandas for data
manipulation

[48], LightGBM [49], CatBoost [50], and XGBoost [51] to implement machine learning, while

imbalanced-learn has been used to balance classes with the SMOTE algorithm [52].
Feature selection

is performed with SHAP (SHapley Additive exPlanations) [53] and recursive feature

elimination

(RFE) [54] techniques. This process enhances computational efficiency and ensures
Interpretability,

critical for adaptive learning in cybersecurity agplications. The models are trained using
In this study, the DDoS Evaluation Dataset (CIC-DD0S2019) from the Canadian Institute of

I
Ié'r' Lacct?rit is used [57]. This dataset has modern reflective DDoS attacks. For training, 18 DDoS
e T saleTL T foresst s medn e lecive Des ptacs Faraioe 18 O
NeBIOS L PRIQSHRARIBIRS BNG. kBRHagW ehBRaSiT EHRPFIOS 1R’ the openpyx|
%%?Sﬁlgit\/w, DrDoS_NetBIOS, DrDoS_LDAP, DrDoS_MSSQL, and DrDoS_NTP. For testing,
seven dadtk types were conducted, targeting protocols such as PortScan, NetBIOS, LDAP, MSSQL

YD MHBPlagmRdAYN. The diversity of attack types ensures a comprehensive evaluation of the
adaptive model's performance.

The dataset [57] is split based on two types of attack classes: (1) Exploitation-based and (2)
Reflection-based attacks. Further, these are subdivided into additional categories, as depicted in T
2. Our dataset consists of 431,371 data instances with 77 features. This dataset reflects the divers
modern DDoS attack patterns, ensuring robust training and evaluation for adaptive learning
algorithms.
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The dataset was split into training (50%) and testing (50%) ratios. The training and testing
datasets comprise 215,685 and 215,686 data instances, respectively. There are 18 classes, where
represent attack classes and one represents normal requests. Further, in Table 2, all training and
data details are given. The test data was divided into five equally-sized test datasets, and another
synthetic datasets were generated. Ten test datasets are used, each consisting of approximately
rows. This rigorous division helps evaluate the adaptability and robustness of the proposed meth
against diverse and evolving data scenarios.

Labe UDP MS Beni  Portmap Syn NetBIOS  UDPLag LDAP DrDoS
I S gn Cor DNS
total | 1809 8428 9783 252 49373 644 55 1906 3669
) 0 1
rain 1904 4262 4891 3B 3% ues7 322 27.5 953 1835
ing |5 6
test 1904 4261 4891 24686 322 27.5 953 1834
Labe | 5
/ UDP- WebD TFT DrDoS_ DrDoS_S DrDoS_Net DrDoS_L DrDoS_MS DrDoS_
lag DoS P UDP NMP BIOS DAP SQL NTP
total 9891
8872 51 7 2717 598 1440 6212
train |4436 25.5 4945 10420 1359 299 720 3106 121368
ing |4436 255 9 5210 1358 299 720 3106 60684
test 4945 5210 60684
8

Table 2. Whole dataset, training, and testing datasets attack-wise details.

3.3 Adaptive Model Phases

The principle behind the proposed method is tackling the dynamic nature of DDoS attacks, which

more practical than the conventional machine learning approaches, which are trained on historic
data for DDoS attack detection. The proposed Adaptive Machine Learning-Based DDoS Detection
method works in two phases: (1) the conventional phase and (2) the adaptive phase. The convent
phase has two key functions: feature selection and training using advanced algorithms such as
LightGBM, CatBoost, and XGBoost.

In the adaptive phase, the method adjusts itself to the latest nature of DDoS attacks. It is achievec

employing checkpoint mechanisms and incremental learning. In real-world scenarios, attackers a
intelligent and adjust their methods over time. One approach is to train the machine learning clas
classically and use it without updates. A more effective strategy, as employed in this method, is to
train a machine learning classifier and update it incrementally with new data, avoiding the need t
retrain from scratch. The proposed method improves this by incrementally updating the trained
with new data, avoiding the need for retraining from scratch. This approach is highly effective for
handling evolving attack patterns, saving time and computational resources, and ensuring the me
remains lightweight and efficient.
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3.3.1 Integrated Feature Selection Using Random Forest, SHAP, and Mutual Information

To enhance the robustness and accuracy of DDoS attack detection, we propose an integratec
feature selection workflow that combines multiple advanced techniques. This approach leverages
strengths of Random Forest for feature ranking, SHAP (SHapley Additive exPlanations) for
interpretability, and Mutual Information for statistical dependency analysis. The selected features
then used to train a classifier, optimizing model performance while reducing computational
complexity.

Feature Importance Calculation

The overall importance score for each featsidefined as a weighted sum of its importance
from the three methods:

S(fi)=wl.(FRFw . RHAP(fi)+w3 .RMI(fi)

Where:

RRF(fi): Importance score of feature (fi) derived from Random Forest.
RSHAP(fi): SHAP value indicating the impact of (fi) on predictions.
RMI(fi): Mutual Information score quantifying the dependency of (fi) with the target variable.

w1,w2,w3: Weights assigned to each method (default to equal weighting if no prior knowledge is
available).

Algorithm
The workflow for feature selection and model training is summaAlgzadtm 1.

Algorithm 1: Feature Selection and Model Training Workflow

Input: Dataset D with features F and target labels Y
Output: Trained XGBoost model M and evaluation metrics E
1. Data Preprocessing
1.1 Handle missing values in D
1.2 Normalize all numeric features in F
2. Feature Selection
2.1 Apply Random Forest to rank feature importance
2.2 Compute SHAP values to interpret feature influence

2.3 Calculate Mutual Information to measure feature dependency with Y
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2.4 Combine rankings from 2.1, 2.2, and 2.3
2.5 Select the top N features (e.g., N = 20)
3. Data Balancing
3.1 Apply SMOTE to oversample minority classes in Y
3.2 Generate a balanced dataset D_balanced with F_balanced and Y_balanced
4. Model Training
4.1 Initialize the XGBoost model with default parameters
4.2 Optimize hyperparameters using GridSearchCV:

4.2.1 Search over combinations of max_depth, learning_rate, n_estimators, and
scale_pos_weight

4.2.2 Use 3-fold cross-validation and F1-weighted scoring
4.3 Train the XGBoost model M on F_balanced and Y_balanced using optimal parameters
5. Model Evaluation
5.1 Use M to predict on test dataset F_test
5.2 Compute evaluation metrics:
5.2.1 Accuracy
5.2.2 Precision, Recall, and F1-Score for each class
5.2.3 Confusion Matrix
5.3 Analyze feature importance using SHAP and XGBoost feature weights
6. Continuous Improvement
6.1 Incorporate new data and repeat Steps 1-5 as necessary
6.2 Adapt hyperparameters and feature selection thresholds based on evolving datasets

End
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Impact of the Integrated Workflow

This integrated workflow addresses key challenges in DDoS detection:

Class Imbalance: SMOTE ensures adequate representation of minority classes, improving recall
underrepresented attack types.

Feature Relevance: Combining Random Forest, SHAP, and Mutual Information highlights the m
predictive and interpretable features, reducing complexity while maintaining accuracy.

Model Robustness: XGBoost's optimized hyperparameters enable high accuracy (99%) and

significantly improved performance for minority classes, as seen in recall metrics.
This methodology provides a scalable, interpretable, and efficient solution for multiclass DDo

detection.
To visualize the results of the integrated feature selection methodology, two figures are presente

Figes 3: Cumulative Feature Importance - Random
Figure 4 illustrates the cumulative contribution of features ranked by their importance scores as c
from the Random Forest model. This visualization highlights:

The rapid growth in cumulative importance at the beginning of the curve, indicates that a small s
of features captures the majority of predictive power.

The flat section of the curve, where additional features contribute minimally, suggesting diminisl|
returns.

This information supports the decision-making process for selecting a subset of features basec
chosen importance threshold (e.g., 90% cumulative importance).

BigAPe 4: Cumulative Feature Importance with Maximum Marker -

Figure 4 complements the insights from Figure 3 by presenting feature contributions using St
(SHapley Additive exPlanations) values. Unlike Random Forest, SHAP provides an interpretabl
game-theoretic perspective on feature importance.

Key highlights from the figure include:

The red marker denotes the maximum cumulative importance achieved by SHAP values, offeril
data-driven reference point for feature selection thresholds.

The interpretability of SHAP values ensures that even subtle but impactful feature contribution
accounted for in the selection process.
This visualization underscores the fairness and robustness of the integrated feature selection

methodology. These charts demonstrate the effectiveness of the combined approach, which bala
feature efficiency (Random Forest) with interpretability (SHAP), ensuring an optimized and
explainable feature subset for subsequent modeling.
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3.3.2 Model Training and Optimization

After using the two algorithms (mentioned in the previous section) to select features, we now wor
building and training a model for effective DDoS detection. We use XGBoost (Extreme Gradient
Boosting) algorithms, which are powerful and efficient algorithms known for their scalability and
high performance in classification operations. The set of features extracted (20 features) were use
train the XGBoost model.

To deal with the imbalance in classes present in the CIC-DD0S2019 dataset, the SMOTE (Synthetic

Minority Oversampling Technique) technique was applied. This ensured a balanced distribution o
classes, allowing the model to achieve better generalization and higher recall for minority classes.
conduct a Grid search in order to optimize the key hyperparameters, including learning rate,
maximum tree depth, and the number of estimators, ensuring optimal performance for the detec
task.

Our model achieved 99% accuracy, demonstrating its effectiveness in distinguishing between ben

and malicious traffic. Table 3 provides a detailed analysis of precision, recall, and F1 scores for all
classes, and these significant improvements in the performance of the minority class are due to

SMOTE. These results verify the effectiveness of the selected features and the XGBoost model in
detecting various types of DDoS attacks.

For instance:

Majority classes, such as benign traffic (Class 0) and certain attack types (Class 4), achieved perf
precision, recall, and F1-scores.

Minority classes, such as Class 16 and Class 17, showed notable improvement in recall due to SM(
though their precision remained relatively low.

This evaluation underscores the efficacy of combining Random Forest and SHAP for feature
selection, demonstrating improvements in both efficiency and explainability.

3.3.2 Evaluation of Selected Features

The evaluation of selected features plays a critical role in optimizing the machine learning model"

performance while maintaining computational efficiency. In this study, an integrated methodolog
combining Random Forest, SHAP (SHapley Additive exPlanations), and cumulative feature
importance analysis were employed to select the most relevant features. This approach ensures t
the selected features not only improve prediction accuracy but also provide insights into feature
importance and interpretability, a crucial aspect in cybersecurity applications like DDoS detection

The CIC-DD0S2019 dataset, with its high dimensionality, originally contained 78 features. Using th

integrated methodology, we reduced the feature set to 20, which accounted for approximately 95
the cumulative importance. This significant reduction in feature count contributed to lower
computational requirements and enhanced model interpretability without sacrificing classificatiol
performance.
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Table 3 presents the classification report for the XGBoost model trained with the selected feature
The model achieved an overall accuracy of 99.35%, demonstrating its ability to distinguish betwee
benign and malicious traffic effectively. Class-specific metrics such as precision, recall, and F1-sco
highlight the robustness of the feature selection methodology. For instance:

Majority classes, such as benign traffic (Class 0) and certain attack types (Class 4), achieved ne
perfect precision, recall, and F1-scores.

Minority classes, such as Class 16 and Class 17, showed notable improvements in recall, with scc
of 0.65 and 0.79, respectively, due to the application of SMOTE.

These results underscore the efficacy of combining Random Forest and SHAP for feature selectio!
demonstrating improvements in both efficiency and explainability.

After feature selection, the next step involved training and optimizing the model for effective DDc

detection. This study utilized three advanced machine learning models: XGBoost (Extreme Gradie
Boosting), LightGBM, and CatBoost, each known for its scalability and performance in classificatic
tasks. The selected feature set, reduced to 20 features, was used to train all three models for
comparative analysis.

Key Findings:

XGBoost achieved an overall accuracy of 99.32%, with class-specific F1-scores exceeding 0.98 fc

most classes. It showed robustness in handling imbalanced data, with macro-averaged F1-scor
0.93.

LightGBM demonstrated competitive performance with an accuracy of 99.35%. It achieved higt

recall for some minority classes, such as Class 16 (0.65), and performed efficiently in terms of
computational speed.

CatBoost achieved slightly lower performance compared to LightGBM, with an accuracy of 99.31¢
However, it demonstrated strong interpretability and precision metrics for the majority of classes

Metric XGBoost  LightGBM CatBoost
Accuracy 99.32% 99.35% 99.31%
Macro F1-Score 0.935 0.938 0.933
Weighted F1-Score, (993 0.994  0.993

Table 3: Classification Metrics for the Models
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Grid search was conducted to optimize key hyperparameters, including learning rate, maximum t
depth, and the number of estimators, ensuring optimal performance for the detection task. The r
validate the efficiency of the selected features and the three models in detecting diverse types of
DDoS attacks.

Equations for Evaluation Metrics

The performance of the proposed Adaptive Machine Learning-Based DDoS detection is estimatec
a set of indicators. This includes the accuracy, the recall, the specificity, and F1-score metrics. The
have been chosen to provide a comprehensive picture of the model's effectiveness in a multiclas:
classification problem.

Accuracy: it measures the proportion of correctly classified instances out of the total instance
reflects the overall correctness of the model but can be insufficient when dealing with imbala
datasets.

(TP + TN)

Accurac
(TP + TN + FP + FN)

Recall (Sensitivity): it calculates the proportion of actual positive cases (e.g., attacks) that are corre

identified by the model. It is particularly critical for evaluating the model's ability to detect mino
attack classes, a key focus of this study.

TP
Recal l(T_P + P:-N"j-(z)

Specificity: it is the proportion of true negative cases correctly identified. This assesses the moc
ability to minimize false positives, which is crucial for maintaining the reliability of normal traff
classification.

TN

Specificit(—yT—mP.)....(EB)

F1-Score: Combines precision and recall into a single metric, offering a balanced
measure of the model's performance. The F1-score is especially relevant in multiclass
classification, where trade-offs between precision and recall can vary across classes.

Fl-Score = Piiim—nxlffff..l.{....(@

Precision + Recall

Precision: Evaluates the proportion of true positive predictions among all instances predicted as

positive. This metric is critical for assessing the model's ability to minimize false positives, particul
for attack classes that could otherwise cause false alarms.

. . TP
PrecisSioTr—— e (5)
TP + FP

This study prioritizes metrics such as recall, precision, and F1-score for minority classes, ensuring
that the proposed method effectively handles imbalanced data and evolving attack patterns.
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These metrics are calculated and analyzed for all 18 classes, with additional focus on the adaptab
and robustness of the model under diverse testing conditions.
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Figure 5: Support Distribution 1000

0
Distribution of class instances in the dataset is sown in Figure 5. Classes 5 and 0 dominate in
frequency, emphasizing the need for balancing techniques like SMOTE for fairfitddel training.
0
3.4 Impact of Feature Selection and Oversampling on Model Performance

The integration of feature selection and oversampling techniques had a profound impact on the
performance of the models. By reducing the feature set from 78 to 20 using the combined
methodology of Random Forest and SHAP, the training time decreased significantly without
compromising accuracy.

Summary of Key Metrics:
Macro-averaged precision, recall, and F1-scores exceeded 0.93 for all models.

Weighted averages of these metrics were all above 0.99, reflecting the models’ robustness acro:
classes.

Minority classes, such as Class 16 and Class 17, showed notable improvement in recall scores, rea
0.65 and 0.79, respectively, when using LightGBM.
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4, Results and Analysis

For the performance evaluation of the XGBoost, LightGBM, and CatBoost models, the following
performance evaluation benchmarks are used: (1) prediction accuracy percentage, (2) sensitivity, .
(3) specificity. The prediction accuracy percentage, sensitivity, and specificity are computed using
confusion matrix.

4.1 Prediction Accuracy

Accuracy
0.994

0.9935
0.993
0.9925
0.992
0.9915
0.991
0.9905
0.99

17 16 15 14 13 12 11 10 9 5 4 3 2

m LGBM m catboost

Figure 6: Accuracy Comparison

Figure 6 shows the prediction accuracy in percentage for the CatBoost and LightGBM methods i
performing classification tasks. In all test cases, the accuracy for LightGBM stood at 99.35%, wh
that of CatBoost was 99.13% across all classes.

These results reveal the stability and effectiveness of both CatBoost and LightGBM in DDoS
detection tasks. Both algorithms performed well, although LightGBM showed slightly better predi
accuracy in general. The consistency across classes underlines their reliability and applicabilit
cybersecurity applications such as DDoS detection.

Recall or true positive rate-TPR, informs about the classifier's capability to rightly identify

true positive cases among all actual positive cases. Recall can be applied to sensitivity
assessment as True Positive / (True Positive + False Negatives). Sensitivity trends of
performance, as depicted in Figure 7, indicate that across most of the classes, LightGBM

and CatBoost, along with XGBoost, perform admirably and have stable metrics of
peffdrmance. Recall
Interestingly, for minority classes such as UDPLag (Class 16), CatBoost produced the highest recal
0.85, whereas LightGBM and XGBoost both achieved 0.65. This demonstrates CatBoost's super
ability to handle imbalanced data effectively. Furthermore, for most attack classes, such as Class :
Class 4, all three algorithms achieved near-perfect recall values, signifying their strong sensitivit
detecting diverse network traffic types.
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For normal traffic (Class 0), LightGBM and XGBoost slightly outperformed CatBoost with
recall values of 0.9987 and 0.9986, respectively, while CatBoost achieved 0.9956. These
results highlight the slight variability in performance across different algorithms but
underscore their overall robustness in sensitivity metrics.

Recall
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Figure 7: This comparison confirms that CatBoost, LightGBM, and XGBoost exhibﬂ'strong recall

across normal and attack classes, with CatBoost demonstrating a notable edge in detecting mir
classes effectively.
4.3 Specificity 0
The prediction accuracy for the 10 test cases of CatBoost, LightGBM, and XGBoost
methods is shown in Figure 8. LightGBM maintained a consistent accuracy of 99.35%,
slightly higher than CatBoost's 99.13% across all classes.
Both CatBoost and LightGBM showed stable and effective performance in DDoS detection
tasks, with LightGBM slightly outperforming CatBoost. This consistency highlights their
reliability in cybersecurity applications.
Specificity, or true negative rate, measures the ability of a classifier to correctly identify
negative data instances. It is calculated using equation (3) Figure 8 depicts the specificity
trends for LightGBM, CatBoost, and XGBoost.
LightGBM achieved the highest specificity values across most classes, with scores close to 1.
CatBoost and XGBoost also performed very well, with minimal differences. All three algorithms
achieved perfect specificity for Class 4. LightGBM slightly outperformed the other algorithms 1
Classes 15 and 16, with values of 0.999999802 and 0.999997708, respectively.

Overall, the results show that all three algorithms effectively minimize false positives and are hi
reliable for handling negative classifications in DDoS detection.
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Figure 8:Specificity comparison

4.4 F1-Score

The F1-score is a harmonic mean of precision and recall, providing a balanced measure that
accounts for both false positives and false negatives. Figure 9 presents the F1-scores for
LightGBM, CatBoost, and XGBoost across all classes.

LightGBM consistently achieved high F1-scores across most classes, often outperforming
CatBoost and XGBoost. For normal traffic (Class 0), LightGBM achieved an F1-score of
0.9981, marginally higher than CatBoost (0.9960) and XGBoost (0.9975). Similarly, for Class
4, all three algorithms achieved near-perfect F1-scores of 0.9999 or higher, demonstrating
their ability to handle this class effectively.

In contrast, for minority classes such as Class 16 and Class 17, there was a noticeable
drop in performance. CatBoost achieved an F1-score of 0.430 for Class 16, while
LightGBM and XGBoost had lower scores of 0.464 and 0.377, respectively. For Class 17,
XGBoost slightly outperformed LightGBM and CatBoost with an F1-score of 0.750,
ke CatipesthigaggrtatthBRhile all three algorithms perform exceptionally well for
majority classes, their performance decreases for minority classes, with LightGBM showing
slightly better overall consistency.
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Figure 9: F1-score trends across various classes, providing a comprehensive view of the balanc
between precision and recall achieved by the three models.
0

5. Conclusion

Recently, cloud computing has facilitated versatile communication between students, teacher
and professionals to collaborate and share knowledge seamlessly on an international scale. Howve
a significant threat to the seamless availability of cloud computing services is distributed denial-of
service attacks. Over time, DDoS attacks have become more sophisticated and dynamic, making
detection methods more challenging.

Advanced machine learning methods such as LightGBM, CatBoost, and XGBoost in DDoS
attack detection have been proposed in this study. These methods are effectively addressing mo«
day DDoS attacks and are adaptable to future challenges. The proposed approach not only classi
normal and abnormal traffic but also sub-classifies various attack types, which can be used in the
development of more powerful attack-specific defense technologies.

The results demonstrated exceptionally good accuracy, sensitivity, and specificity for the class
and test cases involved, proving the solidity of the investigated approaches. Among these, LightGl
performed slightly better regarding overall accuracy and specificity, while CatBoost demonstratec
stronger performance in cases with minority attack classes.
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Future work can be done regarding the feature aspects of these attacks in order to understand he
features develop over time. This knowledge will further enhance the detection methods with bett
adaptability and efficiency against ever-evolving DDoS threats.
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