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Abstract

In this study, we examine Quasi bi-slant conformal submersions originating from a Kenmotsu
manifold, focusing on the vertical Reeb vector field £. Initially, we explore the integrability
conditions for the distributions defined by quasi-bi-slant submersions. Furthermore, we delve
into the geometry of the associated leaves. The research concludes by presenting two intriguing
observations regarding the pluriharmonicity of Quasi Bi-Slant Conformal Submersions and includes

several non-trivial examples of such submersions.

keywords

Kenmotsu manifold, Riemannian submersions, Conformal bi-slant submersions, quasi bi-slant

submersions.
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1 Introduction

Immersions and submersions play crucial roles in differential geometry, with slant submersions
being a particularly intriguing subject in the fields of differential, complex, and contact geome-
try. The study of Riemannian submersions between Riemannian manifolds was first explored by
O’Neill [24] and Gray [12], independently, and subsequently led to investigations of Riemannian
submersions between almost Hermitian manifolds, known as almost Hermitian submersions, by
Watson in 1976 [38]. Riemannian submersions have many applications in mathematics and physics,
especially in Yang-Mills theory ([7], [39]) and Kaluza-Klein theory ([18], [22]).

Semi-invariant submersions, a generalization of holomorphic submersions and anti-invariant
submersions, were introduced by Sahin in 2013 [32]. In 2016, Tatsan, Sahin, and Yanan studied
hemi-slant Riemannian submersions from almost Hermitian manifolds onto Riemannian manifolds,
and presented several decomposition theorems for them [37]. R. Prasad etal. further examined quasi
bi-slant submersions from almost contact metric manifolds onto Riemannian manifolds [26], as
well as from Kenmotsu manifolds [27], which represents a step forward in the study of Riemannian
submersions.

Since then, many authors have explored different types of Riemannian submersions, including
anti-invariant submersions ([4], [31]), slant submersions [10], [33], semi-slant submersions ([16],
[25]), and hemi-slant submersions ([36], [1]), from both almost Hermitian manifolds and almost
contact metric manifolds. These studies have greatly expanded our understanding of the geometrical
structures of Riemannian manifolds.

The concept of almost contact Riemannian submersions from almost contact manifold was
introduced by Chinea in [8]. Chinea also examined the fibre space, base space and total space using
a differential geometric perspective. To generalize Riemannian submersions, Gundmundsson
and Wood [14, 15] presented horizontally conformal submersion, defined as: Let (M), g;) and
(M>,g>) be two Riemannian manifolds of dimension m; and mj, respectively. A smooth map
J:(My,g1) — (My,g>) is called a horizontally conformal submersion, if there is a positive function
A such that

A%g1(X1,X2) = g2(J. X1, 0. Xa), (L.1)

for all X1,X, € I'(kerJ )L. Thus, Riemannian submersion is a particular horizontally conformal
submersion with A = 1. Later on, Fuglede [13] and Ishihara [20] separately studied horizontally
conformal submersions. Additionally various other kind of submersions such as, conformal slant
submersions [3], conformal anti-invariant submersions [34], conformal semi-slant submersions
[2], conformal semi-invariant submersions [5] and conformal anti-invariant submersions [27] have
been studied by Akyol and Sahin and R. Prasad et al [28]. Furthermore, Shuaib and Fatima
recently explored conformal hemi-slant Riemannian submersions from almost product manifolds

onto Riemannian manifolds [35].

12
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In this paper, we study quasi bi-slant conformal submersions from Kenmotsu manifold onto
a Riemannian manifold considering the Reeb vector field & vertical. This paper is divided into
six sections. Section 2 contains definitions of almost contact metric manifolds and, in particular,
Kenmotsu manifolds. In section 3, fundamental results for quasi bi-slant conformal submersion
are investigated, which are necessary our main results. The conditions of integrability and totally
geodesicness of distributions are explored in Section 4. Section 5 provides some condition under
which a Riemannian submersion becomes totally geodesic as well as some decomposition theorems

for quasi bi-slant conformal submersion are obtained. The last section discusses @-pluriharmonicity.

Note: Throughout the paper, we will consider abbreviations as follows:
Riemannian submersion- RS, Riemannian Manifold- RM, Almost contact metric manifold-ACM
manifold, Quasi bi-slant conformal submersion- 2%.7% .7, gradient- G.

2 Preliminaries

Let M be a (2n+ 1)-dimensional almost contact manifold with almost contact structures (¢,&, 1),

where a (1, 1) tensor field ¢, a vector field £ and a 1-form 7 satisfying

0 =—-I1+n®E, $E=0, nop=0, (&) =1, 2.2)

where [ is the identity tensor. The almost contact structure is said to be normal if N +dn ® & =0,
where N is the Nijenhuis tensor of ¢. Suppose that a Riemannian metric tensor g is given in M and

satisfies the condition

g(0U.9V) =g(U.V)=n(0)n(V), n(U) =g(U.¢&). (2.3)

Then (¢, &, n, g)-structure is called an almost contact metric structure. Define a tensor field ® of
type (0,2) by ®(X,Y) = g(¢X,Y). If dn = P, then an almost contact metric structure is said to be
normal contact metric structure. Let @ be the fundamental 2-form on M, i.e, ®(U,V) = g(U, ¢V).
If ® = dn, M is said to be a contact manifold. If £ is a Killing vector field with respect to g, the
contact metric structure is called a K-contact structure.

S.Tanno [30], who categorized connected, almost contact metric manifolds with the largest
automorphism groups. The sectional curvature of a plane section containing & for such a manifold
is a constant c. This classification includes classes of warped products with ¢ < 0is R x ;C". The

tensorial equation of these manifolds are:

(V50)V =g(oU,V)E—n(V)oU. (2.4)
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Kenmotsu [21], investigated a few basic differential geometric features of these spaces, giving rise

to the name Kenmotsu manifolds. It is also apparent on a Kenmotsu manifold M that
Vo =—90U=U-n(0), (2.5)
The covariant derivative of ¢ is defined by
(Vg,0)Vi =V, 0Vi— oV Vi, (2.6)

for any vector fields U,V € I'(TM). Now we outline conformal submersion and examine several

relevant results that assist us attain our major goals.

Definition 2.1 [6] Let J be a Riemannian submersion (RS) from an ACM manifold (B1,¢,£,1,g1)
onto a Riemannian manifold (RM) (B, g>). Then J is called a horizontally conformal submersion,

if there is a positive function A such that

~ o~ 1 ~ ~
gl(U17V1) = ﬁgZ(J*UhJ*VI)? (27)

for any (71,‘71 € [(kerJ,)*:. It is obvious that every RS is a particularly horizontally conformal

submersion with A = 1.

LetJ: (B1,0,E,1,81) — (B2, g2) be aRS. A vector field X on B; is called a basic vector field
if X € I'(kerJ,) L and J-related with a vector field X on B, i.e J,(X(q)) = XJ(q) for g € B).
The formulas provide the two (1,2) tensor fields .7 and ./ by O’Neill are

@{ElFl = %V(%ﬂEl VF + VV%EI JCF, (2.8)

IeFi1 = IOV yg, VI +VVyg JOF, (2.9)

forany E1,F; € T(TBy) and V is Levi-Civita connection of g;. Note thataRS J : (B1,¢,&,1,g1) —
(B3, g2) has totally geodesic fibers if and only if .7 vanishes identically. From equations (2.8) and

(2.9), we can deduce

Vo Vi=T5 Vi+ 7V V) (2.10)
Vo X1 =Ty X1+ 45 X (2.11)
Vi U = o4 Ui+ 11V U) (2.12)
VY1 =V Y+ V) (2.13)

for any vector fields U, V; € T'(kerJ,) and X,,Y) € T'(kerJ,)* [11].

14
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It is obvious that .7 and .o/ are skew-symmetric, that is
g(ARE\,F) = —g(E1, 9% F),8(FHE, F1) = —g(E1, T F1), (2.14)

for any vector fields E1, Fy € ['(T,B,).

Definition 2.2 A horizontally conformally submersion J : By — By is called horizontally homothetic
if the gradient (G) of its dilation A is vertical, i.e.,

H(GA) =0, (2.15)

at p € TM, where H is the complement orthogonal distribution to v = kerJ, in I'(T,M).

The second fundamental form of smooth map J is provided by the formula
(VI (U, V) = V{71J*‘71 — L.V Vi, (2.16)

and the map be totally geodesic if (V.J,)(U;,V)) = 0 for all Uy, V) € I'(T,M) where V and VJ, are

Levi-Civita and pullback connections.

Lemma 2.1 Let J : B| — B; be a horizontal conformal submersion. Then, we have
(i) (VI)(X1,Y)) = X1 (InA) ] (Y1) + Y1 (InA) (X)) — g1 (X1, Y1 ). (grad In),
(ii) (V1)U V1) = —Ju(T5 V),
(iii) (VJ.)(X1,01) = =J.(Vg O1) = =J(g O1)

for any horizontal vector fields X 1, ?1 and vertical vector fields U 1, \71 [6].

3 Quasi bi-slant conformal submersions

Definition 3.1 Let (By,¢,£.1,81) be a ACM manifold and (B,,g>) a Riemannian manifold. A RS
J : By — B, is called quasi bi-slant conformal submersion (2%.7€ .7 ) if there exists mutually
orthogonal distributions ©, D¢, and D¢, withkerJ, =D Do, © Dy, where, ® is invariant under
0. ie, 0D =D, for the slant distributions §Dg, 1 Dy , 0D, L Dy, and for any non-zero vector
field V; € (De,)p;» Pi € Bi the angle 6; between (Dg,)p,, and (])\Z is constant and independent of the
choice of the point p; and ‘71 € (Dg,)p, for i = 1,2, where 0 and 6, are called the slant angles of

submersion.

If we suppose my, my and mj3 are the dimensions of ©, Dy, and Dy, respectively, then we have the

following:

15
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(1) If my #0, my = 0 and m3 = 0, then J is an invariant submersion.

(i) Ifmy #0,mp #£0,0< 0; < % and m3 = 0, then J is a proper semi-slant submersion.
(iii) Ifm; =0,my=0and m3#0, 0< 6, < %, then J is a slant submersion with slant angle 6.
(iv) If m; =0,my #0, 0< 6y < F and m3 # 0,6, = 7,then J proper hemi-slant submersion.

v) Ifm;=0,my#0, 0<0; < g andmsz #0, 0< 6, < % then J is proper bi-slant submersion
with slant angles 0; and 6,.

(vi) If my #0,my #0, 0<6; <Fandm3 #0, 0< 6, <%, then J is proper quasi bi-slant

submersion with slant angles 6; and 6,. ”

Let J be a 24.9% .7 from an ACM manifold (By,¢,&,1n,g1) onto a RM (B,,g>). Then, for
any U € (kerJ,), we have
U=PU+PU+PU (3.17)

where Py, P, and P; are the projections morphism onto ®,D¢_, and Dg,. Now, for any Uec (kerl.),
we have
oU = oU + xU (3.18)

where wU € ['(kerJ,) and yU € I'(kerJ,)*. From equations (3.17) and (3.18), we have

oU =¢(PU) +¢(PU) +¢(Ps0)

=0(PO)+x(PiU)+o(PU) + x(PU) + o(PsU) + x(PsU).

< S

Since ¢ =D and y(P,U) = 0, we have
oU = o(PU) + o(PU) +x(PU) + o(PU) + 2 (PU).
Hence we have the decomposition as :
¢ (ker],) = 0D B 0Dy, P 0Dg, DX Doy, B YD, . (3.19)
From equations (3.19), we have the following decomposition
(kerl.)" = xDe, © XD, D, (3.20)

where p is the orthogonal complement to YD, ® x Dy, in (kerJ,)" such that u = (pu)d < & >

and U is invariant with respect to ¢. Now, for any Xe [(kerJ,)*, we have
0X =X +nX (3.21)

16
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where X € T'(kerJ,) and nX € I'(kerlJ,)*.

Lemma 3.1 Let (B1,¢,&,m,21) be an ACM manifold and (By,g,) be a RM. If J : By — B; is a
9RB.SEC.S, then we have

—U+n(0)¢é = 0?U +1xU, xoU +nyU =0,

—X = ytX +n*X, otX +tnX =0,
for U € T(kerJ,) and X € T(kerJ,)*.

Proof. On using equations (2.2), (3.18) and (3.21), we get the desired results.  Since

J:By — By is a 2%8.7%.7, Then let us provide some helpful findings that will be utilise
throughout the paper.

Lemma 3.2 Let J be a 28.9€.7 from an ACM manifold (By,9,E,1,g1) onto a RM (B3, g2),
then we have

(i) U = —cos26; ﬁ
(i) g1(@U,@V) = cos® 6, g1(U,V),
(iii) g(xU,xV) = sin® 6181(U,V),
for any vector fields U,V € I['(Dg,).

Lemma 3.3 Let J be a 2%8.9€.7 from an ACM manifold (By,9,E,1,g1) onto a RM (B3, g2),
then we have

(i) 0*Z = —0052622
(ii) g1(WZ, W) = cos?6,81(Z,W),
(iii) g1(xZ, W) = sin 6281(Z,W),
for any vector fields Z,W € T'(D 0,)-

Proof. The proof of the preceding Lemmas is identical to the proof of Theorem (2.2) of [9].
As a result, we omit the proofs.

Let us suppose that (B,,g>) be a Riemannian manifold and (B, ¢,£,1,g1) be a Kenmotsu

manifold. We now analyse how the Kenmotsu structure on B influences the tensor fields .7 and
o of QBSC S J: (B1,9,8,1,81) = (B2,82).

17
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Lemma 3.4 Let J be a 2%8.€.7 from Kenmotsu manifold (By,9,E,1,g1) onto a RM (B3, g2),

then we have

JZ/)?H?—I-“//V)?I? = t%V§?+w£f§?+g1 ((P)/(\,/Y\)é (3.22)
HNonY + egtY =n VY + yolcY (3.23)

YV @V + e yV =1V + 0¥ ViV +g1(1X,0)E —n (U)X (3.24)
@V + AV GxV =netgV + V' VgV —n(U)nX (3.25)
VVotX + TonX = 0T X +14VX + g1(X, V)& (3.26)
TotX + HVonX = x ToX +nAVyX (3.27)

YV0V + T qV — 0V V5V =195V +1(00,V)E — (V) 0l (3.28)
TV + AV 54V =nTV + x ¥ VgV —n(V)xU, (3.29)

for any vector fields U,V € T'(kerJ,) and X,Y € I'(kerJ,)*.

Proof. From (3.21), (2.13) and (2.6), we obtained the conditions (3.22) and (3.23). Again
using equations (3.18), (3.21), (2.10)-(2.13) and (2.6), finish he result. We will now go through
some key conclusions that can be utilized to examine the geometry of 2%8.9%.% J : B; — Bs.
From the direct calculations, we can conclude the following:

(Vo)V =7Vi0V - 0¥ ViV (3.30)
(Vax)V =AVgxV —x VgV (3.31)

(V)Y = V'Vt —t VY (3.32)
(Ven)Y = AV gnY —nitV5Y, (3.33)

for any vector fields U,V € I'(kerJ,) and X, Y € I'(kerJ,)*.

Lemma 3.5 Let (B1,0,£,1,g1) be a Kenmotsu manifold and (B,,g>) be a RM. If J : By — By is
a 28.S€.7, then we have

for all vector fields U,V € U(kerlJ,) and X,Y € T(kerJ,)*.

18
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Proof. From some basic facts and taking account the fact from equations (2.6), (2.10)-
(2.13) and equations (3.30)-(3.33), we can obtained the results. The tensor fields @ and J, if they
are parallel with regard to the connection V of By, then we obtain

tgﬁ‘/} = ﬁﬁxf/, nﬂﬁV = ﬁﬁwf/

for any vector fields U,V € I'(TB).

4 Integrability and totally geodesicness of distributions

Since (B1,9,&,1m,g1) stands for a Kenmotsu manifold and (B;,g;) for a Riemannian manifold
such that J : By — B, is a 2%.7%.. Three mutually orthogonal distributions, including an
invariant distribution ® and a pair of slant distributions g, and Dg,, are assured by the theory of
QRB.S€.. The integrability of slant distribution is assessed to begin the debate on distributions

integrability in the following manner.

Theorem 4.1 Let J be a 2%5. €. from Kenmotsu manifold (By,9,&,1,g1) onto a RM (B3, g2).
Then slant distribution D¢, is integrable if and only if

1 - AN A\
8=V LaVi+ Vg L Ur, L P2)}
1 ~ o~ ~ o~ ~
= 72 (VL) O aV) + (V1) (V1. 201), L. 2 PiZ)} (339

—gl(Vlewﬁl —Vﬁlxwﬂj) —81(%1%‘71 - %1Xl71,¢P12+ wP;Z),
forany U,V € ['(Dy,) and Z € T(D DDg, B <& >).

Proof. For all U}, V; € [(®g,) and Z € T(D © Dy, < & >) with using equations (2.3),
(2.6), (2.4) and (3.18), we get

~

21([01,V1],2) = g1(Vg, V1,02) +g1(V, 2V1,0Z) — g1(Vy, 001, $2)
—1(Vy 101, 92).

By using equations (2.6), (2.4) and (3.18), we have

~

21([01,V1),2) = —g1(Vg,0°V1,2) — &1(Vy x0V1,Z) + g1 (Vy, 0° U1, Z)
+81(V‘71%0)l71a2) +g1(Vl71%‘71,¢P12+ OPsZ + yPZ)
—gl(Vr/lXﬁl,(PPler WPsZ + xPsZ).
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Taking account the fact of Lemma 3.2 with equation (2.11), we get

~

g1([U,Vi],Z) = cos*0,g1([U1,V1],Z) +g1(vlewﬁl _ V,ylwah?)
+81 (7(71)(‘71 - %IXﬁl,Q)PlZ-l- COP3Z)
+g1(HV g xV1 = AV UL, APZ).

On using equation (2.7), formula (2.16) with Lemma 2.1, we finally get
sin*6121([U1,V1],2)
1 ~ o~ ~ ~ ~ ~
= 2 182((V) (U1, 2V1) L BsZ) + 82((V1) (Vi x Uh), L BZ)
+ 81 (17(71%‘71 - %176171, OPIZ+ 0PsZ) + g (Vlewa - Vﬁlxwvl,/z\)

1 ~ A~ ~
T3 (V5 2V =V 1 U1 X PsZ) -
The condition of integrability for D, can be determined in the same way, as shown below:

Theorem 4.2 Let J : (B1,0,&,1m,81) — (B2,82) be a 2B.5C ., where (B1,9,&,1m,21) a Ken-
motsu manifold and (B2, g2) a RM. Then slant distribution ®, is integrable if and only if

— (V1) 2, 27) — (V) V2, 202), . xPo2)}
=g (9‘72)5(0(72 - ﬂﬁzxw@,f) +g1 (902)5‘72 — 7‘72%(72, OPIZ+ wP,Z)
+ %{gx%g*x?z =V 1202, i X PZ)},
for any U, Vs € ['(De,) andZ € F(D®Dg, @ <& >).
Proof. On using equations (2.3), (2.4), (2.6) and (3.18), we have
21([02,V1],2) = &1(Vy, 002, Z) + 81(Vy, 2005, Z) — 81(V5,0°V2, Z)

— g1 (ngxw?z,f) + g1 (Vﬁ2%‘72 — V@%ﬁz, 0Z),

for any Uy, V> € T'(Dg,) and Z € T(D ® Dy, @® < & >). From equation (2.11) and Lemma 3.3, we
get

sin*021([U2,V1),Z) = g1 (T 2 0Us — Ty x 0V2, Z) + 1 (T 2V — Ty 2 U2, 9P Z+ 0P Z)
+81(«%”Vﬁ2%‘72 - «%”V@%ﬁz,lpzi)-
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Since J is 2%.7 %€ .7, using conformality condition with equations (2.7) and (2.16), we finally get
sin*6,1([02, V2], 2) = &1 (9\72%(0172 - %zxwffz,f) +81 (9[72%‘72 - 5‘72%(72, OP\Z+ 0PZ)
1 ~ o~ ~ ~ ~
+ o 182((VI) (U2, xV2) = (V1) (V2, X U2), X Pa2) }

1 ) e A
+ ﬁ{gz(vézf*%‘/z - VéZJ*XUz,J*%PQZ)}.

This completes the proof of the theorem.
Given that slant distributions and the invariant distribution are mutually orthogonal. This

inspired us to look into the prerequisites for the integrability of the invariant distribution .

Theorem 4.3 Let J : (B,0,&,1m,81) — (B2,82) be a 2B €., where (B1,9,E,1,81) a Ken-
motsu manifold and (B2,g2) a RM. Then the invariant distribution ® is integrable if and only

if

g1 (ﬂﬁwPﬂA/ — %wPlﬁ,xP22+ %P3W)

~ ~ ~ ~ (4.35)
=—g1 <7/Vﬁa)P1V — 7/V§(DP1U, b7+ COP3Z),
forany U,V eT(D) and Z e T(Dg, D, ® < & >).
Proof. For all U,V € T(®) and Z € [(Dg, ® Dy, ® < & >) with using equations (2.3),

(2.4), (2.10) and decomposition (3.17), we have
§1([U.V],.Z) = g1(V30P\V,9PZ+ §P3Z) — g1 (Vo 0P U, 9P, Z + $ PsZ).
On using equation (3.18), we finally have
81([U.V],Z) = g1(Tz0P\V — Fo0PU, Y PZ + xP3Z)
+81(V V0PV — V0P U,0PZ + 0P3Z).

This completes the proof of theorem.
After describing the necessary conditions for distributions integrability, we will move on to
the necessary and sufficient conditions that must also exist in order for distributions to be totally

geodesic. We begin by looking into the prerequisites and criteria for totally geodesic distributions.

Theorem 4.4 LetJ : (By,¢0,&,1m,81) — (B2,82) be 28.9%F. from a Kenmotsu manifold onto a
Riemannian manifold. (By,g). Then D is not defines totally geodesic foliation on B;.

Proof. Taking the vector fields Z , Ve ['(®) and since V and & are orthogonal, we have

g(VﬁV,g) = —g(V,Vaé)
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By considering equation (2.8), we get
§(VgV,8)=—¢(0.V).

ForU,V eT(D),g(U,V) #0, that s g(Vﬁv, &) # 0. Hence, the distribution is not totally geodesic.
Since, the invariant distribution is not defines totally geodesic foliation on By, therefore, we discuss
the geometry of leaf of distribution D& < & >.

Theorem 4.5 Let J : (B1,0,&,1m,81) — (B2,82) be a 2B.SC ., where (B1,9,E,1,81) a Ken-
motsu manifold and (B, g2) a RM. Then invariant distribution D@ < & > defines totally geodesic
foliation on By if and only if

(i) A28 {((VI)(U,9V),J:xZ)} = g1 (¥ V59V, 0Z)
(ii) A={g2((VL)(U,9V),JunX)} = g1 (¥ V5V 1X),
foranyU,V eT(D® < & >) and Z e T(Dg, ©Dy,),X € [(KerJ,)" .

Proof. For any Uve ['(®) and Ze ['(Dg, ®Dp,) with using equations (2.3), (2.4), (2.6)
and (3.18), we may write

On using the conformality of J with equation (2.7) and (2.16), we get
81(VgV,Z) = g1(V V5oV, 0Z) — 2 2 (VL) (U, 9V), )y Z).

On the other hand, using equations (2.3), (2.4), (2.6) with conformality of J with Xe F(KerJ*)i,

we finally have
21(VgV, X) = g1(V VoV 1X) = A 2g((V1) (U, 9V), JunX),
from which we get the desired result.

Theorem 4.6 LetJ : (B1,9,&,1m,81) — (Ba,82) be 2B.C . from a Kenmotsu manifold onto a
Riemannian manifold. (By,g>). Then Dy, is not defines totally geodesic foliation on B;.

Proof. Taking the vector fields X,Ye I'(Dp, ) and since Y and & are orthogonal, we have

g(VeY, &) = —g(Y,VE)
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By considering equation (2.8), we get
g(Vg¥.,8) = —g(X.Y).

For X,Y € ['(Dg,),8(X,Y) # 0, that is g(V)??,é) # 0. Hence, the distribution is not totally
geodesic.

In same manner, we can examine the geometry of leaves of Dg, & & as follows:

Theorem 4.7 Let J be a 2%8.€ .7 from Kenmotsu manifold (By,9,&,1,g1) onto a RM (B3, g>).
Then slant distribution Do, & & defines totally geodesic foliation on By if and only if

%gz(% APW Ty PsW)
= cos*01g, (VzPQVT/, U)—g (%X(L)Pzw, U)+g (%waQVT/, 0P 0) (4.36)
+81(TzxPW, 0PsU — %gz(wf*)(lpzwj),f*%ﬁ) —1(0Z,U)n(PW).
and
Ao (VELxoP, W, 1.X)} + 1 (PW)g1 ($Z,X)
= (VL) 220, 1.8)) — 5502(V1) (2 X @Fs ) Jon) @37)

+cos*0, g (V2P2W7X\) + g1 (%waQW, t)?) — gz(V%J*xa)PZW,J*n)?),
forany Z,W € T(Dg, ® E),U e (DD Dy,) and X € T(kerl,)*.
Proof. By using equations (2.3), (2.6), (2.4) and (3.18), we get
21(VzW,0) = g1 (Vo PW, 0 (PU + PsU)) — g1 (§Vz0P W, U),

for Z,W € T(Dg, &) and U € ['(D G Dy,) . Again using equations (2.3), (2.6), (2.4), (3.18),
(2.11) with Lemma 3.2, we may write

gl(Vzw, (/J\) = Coszelgl(VZI)zw, ﬁ) —g1 (%X&)Pzﬁ/, (/J\) —|—g1(<72)((1)P2W, ¢Plﬁ)

+ &1 (%){Pﬂx/, (1)P3ﬁ) + g1 (%V”Z\%PQW, XP36) — g1 (¢2, ﬁ)n (PQW).
Since, J is conformal, using Lemma 2.1 with equations (2.7) and (2.16), we have
g1(VoW,0) = cos*01g1(VzPW,U) — g1 (Zox 0PaW,U) + g1 (Tzx 0PW PO )
~ . 1 ~ ~
+81(TZx W, 0PU) — ﬁgz(V’ZJ*xPzW,J*x%W) (4.38)

1 . N . N
— ﬁgz((VJ*)(lpzW,Z)J*I%U) —g1(9Z,U)n(PW).
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On the other hand, for Z,W € I'(Dg, © &) and X € ['(kerJ, )", with using equations (2.3), (2.6),
(2.4) and (3.18), we get

~ A~

g1(VoW . X) = g1 (V0P W, 0X) + g1 (V2 W, 0X) + 1 (PW)g1 (02, X).
From Lemma 3.2 with equations (2.11) and (3.21), the above equation takes the form

gl(VZW,)/(\) = Coszelgl(Vszw,X\) — g1 (%szwPQVT/,)?) + T[(PzW)glw)/Z\?X\)
+81( T 0P X)) + g1 (V33 0P, W ,nX).
Since J is conformal and from equations (2.7) and (2.16), we have
g1 (Vzﬁ\/,)/(\) = c05291g1 (Vzpzﬁ/,)/(\) + g1 (ﬁzxa)PZW,t)?) — n(P2W)g1 (d)/Z\,)/(\)
1 AN A =~ 1 A~ ~
+ ﬁgz((VJ*)(xa)PzW,Z),J*X) — ﬁgZ(VJZJ*xa)PZW,J*X)

~ A ~ 1 ~ ~
= 728((V1) (x 0P W, Z),JnX) + ﬁgz(vjz]* XOPW  JnX),
from which we get the result.

Theorem 4.8 LetJ : (B1,9,&,1m,81) — (Ba,82) be 28 €. from a Kenmotsu manifold onto a
Riemannian manifold. (By,g>). Then Dy, is not defines totally geodesic foliation on B;.

Proof. Taking the vector fields X,Ye I'(Dp,) and since Y and & are orthogonal, we have
g(VgY &) = —g(Y,V3E)
By considering equation (2.8), we get
g(Vg¥.,8) = —g(X.Y).

For X,Y € ['(Dg,),8(X,Y) # 0, that is g(Vf?,é) # 0. Hence, the distribution is not totally
geodesic.
In the following theorem, we study the necessary and sufficient conditions for slant distribution

Dy, to be totally geodesic.

Theorem 4.9 Let J : (B1,0,E,1m,81) — (B2,82) be a 2B.5C., where (B1,9,&,1m,21) a Ken-
motsu manifold and (B,82) a RM. Then slant distribution ©¢,® < & > defines totally geodesic
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foliation on By if and only if

282(VRL AW 12 PsV)

= cos*0181(VzP W, V) — g1 (T @OP,W V) + g1 (T3 0PW 9PV (4.39)

S P . . _
+81(TZ W, 0PV — 582((V) (X2 W, 2), J:P3V) = 81(9Z,V )1 (P W).
and

A72{82(VJ2 *Xa)PﬂX/,J*?) - gZ(VJZ *?CwP3W7J*”?)} + n(P2W)gl ((b/Z\a?)
1 ~ PO ~ L
= 7282((VI)(Z, 2 0PW), J.Y) = 7582((V.) (Z, Y 0P W), JenY ) (4.40)

+ 05?081 (VoPsW,Y) + g1 (Tox @PsW 1Y ) +1(W)g1 (Z,1Y ),
forany Z,W € T(Dg,® < & >),V € [(D® Dy,) and ¥ € T(kerJ,)*.

Proof. The proof of above theorem is similar to the proof of Theorem 4.7.
Since, J is 2%8.7 %€ .7, having (kerJ,) and (kerJ, )" are vertical and horizontal distributions,
respectively. We now investigate the conditions under which distributions define totally geodesic

foliation on By. In terms of vertical distribution’s total geodesicness, we have

Theorem 4.10 Let J : (By,9,E,1M,81) — (B2,82) be a DBSEC.S, where (B1,¢,€,1m,21) a Ken-
motsu manifold and (B2, g2) a RM. Then kerlJ, defines totally geodesic foliation on B if and only
if
1 ~ ~ A
ﬁ{gz(VJﬁJ* XOPV + V5] xoPV, J.X)}

= gl(ﬂﬁPl\A/ +cos* 0, ﬂﬁP2\7 +cos29290P3\7,)?) +g1(9ﬁx\7,t)?)

1 N N N PN (4.41)
+ 2 182((V) (U, xoRV) = (V1)(U, x0PsV), J.X) }
1 ~ ~ o~ ~
+ ﬁ{gz(V{jf*XV —(VI)(U,xV),JunX)}.
forany U,V e T(kerJ,) and X € T(kerl,)*.
Proof. For any U,V € ['(kerJ,) and X € I'(kerJ,)* with using equations (2.3), (2.6), (2.4)

with decomposition (3.17), we get

g1(VgV.X) = g1(VgoPV,0X) +g1(V50PV . 0X) + g1 (V50 P5V , X).

25



THE Istamic UNIVERSITY JOURNAL OF APPLIED SCIENCES (JESC), Issuk I, VoLume VI, Jury, 2024

On using equation (3.18) with Lemma 3.2 and Lemma 3.3, we have

gl(V[;XA/,)?) gl(v P1V X)-l-COS 91g1(V P2 )-l- cos ngl(v P3V X)
+g1(V ﬁlsz,(PX)—g( %(UP‘A/)?) 13184 ﬁle3VaX)
+81(VgaPsV,9X) —n(PV)g1(xU, X).

From equations (2.10), (2.11) and (3.21), we may yields
81(V5V.X) = g1(T PV + cos* 0, Tz PV + cos* 6, T sV X))

—gl(%Vﬁwaz\A/+%Vﬁwa3\7,)?) +g1(9l7;(P2\7+ 9L7%P3{/\,t5(\)
+81(ANVGAPV + AV 5PV nX) =1 (PV)g1 (21U, X).

From decomposition (3.17), the above equation takes the form
81(V5V.X) = g1(T PV +cos*0, Tz PV + cos*6, TPV . X) + g1 (T 4V, tX)

— g1 (VG OPV + AV 53 0PsV X) + g1 (HV 51V . nX)
—n(PV)g1(xU,X).
Using the conformality of J with equations (2.7) and (2.16), we have
81(V5V.X) = g1(T PV + o501 Tz PV + cos* 6, TPV X) + g1 (T 4V, tX)
+ %{gz((VJ*)(ﬁ, X OPV) — (V1) (U, xoP;V),J.X)}
- %{ 22(VEL X OPV + V5L 0PV, J.X)}
t o ea(VAAT —(V1)(0,27), 1nR)}

-n(PV)g1(xU,X).

This completes the proof of the theorem.
Now we can discuss the geometry of the horizontal distribution’s leaves. The necessary
and sufficient conditions under which horizontal distribution totally geodesic foliation on B; are

presented in the following theorem.

Theorem 4.11 LetJ bea 2B.S €. from Kenmotsu manifold (By,9,E,1,g1) ontoa RM (B2, g3),.
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Then (kerlJ, )" defines totally geodesic foliation on By if and only if

1 e 1 A~
- &2(VgdanY  J.xZ) + ﬁgz(vg?J*Y,J* XOPZ)
= cos’ 01281 (JZ{??,PzZ) + cos’ 621 (%)?/Y\, P3Z)
+ g1 (VVit?, OP\Z)+ g (sszn?, 0P\ Z)+ g (ﬂ)?t?,xz)

+%gz()?(ln/l)J*nf/—i—nIA/(lnl)J*)?—g]()?,nl?)J*(Glnl),J*xZ)
1 ~ ~ o~ ~ ~ o~

—I—ﬁgz(X(lnl)J* +Y(InA)LX — g1 (X,Y)J.(GInA),J.x ©P:Z)

+%gz()/(\(lnl)J*?—k?(lnl)J*)?—g1()?,?)J*(Gln/l)J*xa)&Z)

1 ~
+ ﬁgz(vg?J*Y,J* AOP;Z)

forany X,Y € U(kerJ,)* and Z € T(kerlJ,).

Proof.

with decomposition (3.17), we get

81(V3Y.Z) = g1(V49Y 9P Z) + g1 (V0¥ , 0 PrZ) + 1 (V¢ 0Y 9 PsZ).
From equations (3.18) and (2.12) with Lemma 3.2, we have

1(V¢Y,2Z)

=g (/VV)?Z/Y\, a)P1Z) + 81 (,Qf’)?n?, a)PIZ) + 81 ((PV)?(])/Y\, (P(L)PzZ)

+ g1 (V}?Z‘?,XFEZ) + 81 (V)’(\H/Y\,XPZZ) + 81 (¢Vf¢?, (I)(DP3Z)
+81(VgtY , X PsZ) + g1 (VgnY , X PsZ) + g1 (HV onY + otg1Y , x P Z).

Since yP»Z + ¥ P3Z = xZ and with using the equations (3.18) and (2.13), we get
81 (V}?/Y\,Z\)
=g (’7/V§t?, (DPIZ) + g1 (észnfy\, (DP1Z) + g1 (527)?1‘?,)52)
+ g1 (e%ﬂv)?l’l/y\,XZ) — &1 (%Vg?,%(x)PzZ) — &1 (,%”Vg?,xa)&z)

+ cos’ 0, {gl (%g?,PzZ)} + cos’ 92{g1 (Jaf)?/Y\,P3Z)} + g1 (%an? + JZ%?Z‘/Y\, XPZZ)-
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From formula (2.7) and (2.16), which yields that
81 (V)/(\/Y\72\)
= g1(VVtY , 0P\ Z) +g1(HgnY , 0P\ Z) + g1 (H5tY , X Z)
1 bt 1 A~ A~
+ ﬁgg(Vf?J*nY,J*xZ) — 728((V1)(X,nY), .3 Z)
~ 1 ~ ~
_ ﬁgz(Vj?J*Y,J*xa)PQZ) + ﬁgz((VJ*)(X,Y),J*waZZ)
1 N 1 ~ o~
- ﬁgz(vg?J*Y,J*xw&Z) + 2382((VL)(X,Y), Ly oP:Z)
+ cos’ 0, {g1 (szffy\,P2Z)} + cos? 92{g1 (%X/Y\,P3Z)} + 81 (%Vfl’l/y\ + ﬂgt?,xsz).
Since J is conformal submersion, then we finally get
81 (V)?/Y\,/Z\)
= cos’ ;g (gng)?l?,PZZ) +cos? 6 g (d)?f’,%Z) +gi (,%”V)?nf/ + %ﬁt?, xsz)

~ -~ =~ 1
+ g1 (”//V)?ty + ﬂgnY, 0P\ Z)+ g (,!Zf)?tY,XZ) +

ﬁgz(V§J*?,J* XOP;Z)

1 ~ —~ ~ ~ ~ o~
+ ﬁgz(X(lnl)J*nY +nY(InA)J.X —g1(X,nY)J.(GlnA),J.xZ)
+ %gz(i\(lnl)h/\ +Y(In )X — g1 (X,Y)J.(GInA),J.x 0P, Z)
—l—%gz()?(ln?t).]*f’ FPInAVLK — g1 (R, P)L(GInA), Ly 0PsZ)

1 s 1 .
+ ﬁgz(VJ?J*nY,J*xZ) — ﬁgg(vg?J*Y,J*wazZ),

This completes the proof of theorem.

5 ¢-Pluriharmonicity of Quasi bi-slant Conformal £ - -Submersion

In [23], Y. Ohnita constructed J-pluriharminicity from a almost hermitian manifold. We expand
the idea of @-pluriharmonicity to almost contact metric manifolds in this section.

LetJ be a 28.7% . from Kenmotsu manifold (By,¢,&,m,g1) onto a RM (B3, g2) with slant
angles 0, and 6,. Then 2%.7% submersion is ¢-pluriharmonic, ©-¢@-pluriharmonic, D%-¢-
pluriharmonic, (D —©%)-¢ pluriharmonic (where i = 1,2), kerJ,-¢-pluriharmonic, (kerJ,)"-¢-

pluriharmonic and ((kerJ,)* — kerJ,)-¢-pluriharmonic if
(VI)(U,V) +(VJ)(9U,$V) =0, (5.43)

for any U,V € T(D), for any U,V € (@), for any U € ['(D),V € T(D%) (where i = 1,2), for
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any U,V e T(kerl,), for any U,V € ['(kerJ,)* and for any U € T'(kerJ,)*,V € T(kerJ,).
Theorem 5.1 Let J be a 2P8. €. from Kenmotsu manifold (By,9,&,1M,81) onto a RM (B2, g>)
with slant angles 0y and 6,. Suppose that J is D¢ -@-pluriharmonic. Then D¢, defines totally
geodesic foliation By if and only if
J. (X7 Uxa)VJrn,%”VwUxa)V) (%ﬁw\?+%vwﬁﬁ)
=cos” 01 (n T, 5V + X V'V (V) + VI 510V
—xU(In M) xV — xV(In ) JxU + g1 (xU, xV)J.(GIn )

forany U,V e T(Ds,).
Proof. For any U , Ve I'(®Dp, ) and since, J is D, -¢-pluriharmonic, then by using equation
(2.10) and (2.16), we have
0=(VL)(U,V)+ (V1) (9T, V)
L (VV) = —J(V wq)V) +V’ 5 1(9V)
= J*(szf coV+”I/V Aa)V+ T UxV+%”V UxV)
+ (VL) (U 2V) = V3 5T xV + V3 509V
+J*(¢Vw[7¢>a)V)
On using equations (3.18), (3.21) with Lemma 2.1 and Lemma 3.2, the above equation finally takes
the form
J(VgV) = —cos*0J(PT, 5V +nT, ;V+ 0¥V V+x ¥V V)
+J. (0T waV +x7 waV +P<%”V0)Uxa)v +n%VmwaV)
J*(JZ{ ~oV + ”f/V a)V+ T UxVJr%V UxV)

+xU(In )V +xV(n ) xU — gy (xU, xV)J, (gradIn L)
—VJA*)(V+V LOV.

from which we get the desired result.

Theorem 5.2 Let f be a 2B.7 €. from Kenmotsu manifold (B, ¢,E,1,g1) onto a RM (B, g>)
with slant angles 0y and 6,. Suppose that J is Dg,-@-pluriharmonic. Then D¢, defines totally
geodesic foliation By if and only if
J.(xT Zxa)W + n%VwawW) Js (dxiwﬁ/ + %”szxﬁ/)
=cos 921*(113 W +)(WV AW) +V/ AJ*d)VT/
—xZ(A)J YW — xW (In A xZ + g (X Z, xW)J. (gradIn 1)
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forany Z,W € T(Dg,).
Proof. Theorem 5.1 proof is the same to this theorem’s proof.

Theorem 5.3 Let f be a 2B.7€.7 from Kenmotsu manifold (B, ¢,E,m,g1) onto a RM (B, g>)

with slant angles 8 and 6,. Suppose that J is ((kerJ,)* — kerJ,)-@-pluriharmonic. Then the
following assertion are equivalent.

(i) The horizontal distribution (kerJ,)" defines totally geodesic foliation on Bj.

(ii) (cos*0) +cos’0:)J {nT P U+ x ¥V z0PU +ne coP U+ x V'V ;0P U}

+J*{%%§leizl7 +xﬂfngwa3ﬁ — %”V,;?Xp} + Vifj*wagﬁ + Vi}?J*wagﬁ
=J{nT30PU+x V'V 50PU +nd, 0PU + x4V ;0P U}
—~JAX T x 0P U +niN 53 0PU + x T x 0P3U +niV 5 x oP3U }
+nX(In )], x 0P U + y 0P, U(InA)J.nX — g, (nX, y 0P, U)J,(gradIn 1)
+nX(InA)J,x 0P3U + xoP3U (InA)J.nX — g, (nX, yoP3U)J,(gradIn )
+J.(V40) + Vi o xU +g1(PX,00)J,&.

for any X € T(kerJ,)* and U € T(kerJ.,)

Proof. For any X € [(kerJ,)* and U € T(kerl,), since J is ((kerJ.): — kerJ,)-o-
pluriharmonic, then by using (2.16), (3.18) and (3.21), we get

~ ~ ~ ~ ~ ¥ ~
J*(Vn)?%U) = —J*(Vl}?(l)U + Vt}?}(U + Vn}?a)U) —f—J*(V}?U) + Vq))?J*XU.
Taking account the fact from (2.2) and (2.11), we have

TV oxU) = —J(Tg2U + 7V 52U) + 1 (V5U) +V

+J {9V 200U} + 1. {9V so0U}.

P
ox XU

Now on using decomposition (3.17), Lemma 3.2, Lemma 3.3 with equations (3.18), we may yields

J*(Vn)?xﬁ) :J*{QDVD?COPlﬁ—COSZ 91¢Vﬁ?a)ﬁ — cos? 92¢>Vt§a)l7
+J*{¢Vn§a)Plﬁ — cos? 91¢Vn)?wl/]\ — cos? 62¢Vn§a)ﬁ
+J*{¢Vﬂ?wa2(7+(pVﬂ?waﬂ?+¢Vn§wazl7+¢Vn§xa)P3ﬁ}

. e ; e
—J(FV 5 xU) +J*(V§U)+V¢§J*xU.
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From equations (2.10)-(2.13) and after simple calculation, we may write

J*(Vn)?x(?) = —(cos*6; +c0s292)J*{nZ)?a)Pll7+X”VVt)?a)Pll?+n4zfn)?a)Pll7
+x”//Vn§a)Pll7} —J*{xﬂfngwazﬁ +x¢zfn§wa3l7 - %V[)?xﬁ}
+ 1 AnT 0P U+ 1 V'V c0P U +ndd, goP\U + y #V c0P U}
—JAxX T3 OPU +nV 5 x OPU + x T3 x 0OPsU +nt'V 5 x 0P3U }
—J(nAN sx 0P U +niN sxwPsU)+J(VU) +Vé§ xU.

Since J is conformal Riemannian submersion, the by using equations (2.16) and from Lemma 2.1,

we finally have

J(V oxU)

= —(c0s291 + coszez)J*{nﬂﬁ?a)Pll? —|—x”l/Vﬁ?a)P1l7 —i—n%)?a)Pll? +x“//Vn)?a)P117}
+J*{n9t§a)P|I7+x”f/tha)Pll7+m<zinfa)Pll7+x,%”Vn§coP1l7}
—J*{xﬂt}?wazﬁ +n<%”thxa)P2ﬁ+xﬁt§wa3ﬁ+n<%”Vﬁ?xa)P3l7}
+nX(InA)J,x 0P U + yoP,U(InA)J.nX — g, (nX, yoP,U)J,(gradIn )
+nX (InA)J,xoPsU + x oPsU(InA)J.nX — g1 (nX, x ©PsU)J,(gradIn )
—J*{x%}?xa)Pzﬁ +x%§wa3l7 - %Vﬁ?xﬁ}
+J(VoU) +V(JP§J*)((7 -V xOP,U -V xoP;U,

which completes the proof of theorem.

6 Decomposition Theorems

The following conclusion from [29] is recalled in this section, and other decomposition theorem is
discussed utilizing earlier proof. Let’s say that on the manifold M = B x B,, g is a Riemannian

metric. Then

(i) M = By x, By is a locally product if and only if By and B, are totally geodesic foliations,

(ii) a warped product By x ; B; if and only if B is a totally geodesic foliation and Bj is a spherics

foliation, i.e., it is umbilic and its mean curvature vector field is parallel,

(ii) M = B| x B, is a twisted product if and only if By is a totally geodesic foliation and B; is a
totally umbilic foliation.

The fact that J : (B1,¢,£,1,81) — (B2,g2) is 2B.7¢ . ensures the existence of three or-

thogonal complementary distributions D, D¢, , and Dy, , all of which meet the previously stated
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characteristics of being integrable and totally geodesic. The logical next step is to search for the
circumstances in which the total space B; transforms into locally twisted product manifolds. We

now present the following outcome.

Theorem 6.1 Let J be a 2%8. €. from Kenmotsu manifold (M, 9,E,1,g1) onto a RM (M>, g>).
Then By is locally twisted product of the form B (xer;,) % Bi (kers.) - if and only if

1 ~ o~ ~ ~ o~ ~ ~ ~ o~
282((VL)U.xV), finX) = g1 (T oV ,nX) + 81 (V' VoV + TV ,1X)
| (6.44)
+ ﬁgz(V{,xv,J*nX)
and
g(X,Y)H = —t/gtY — oVgtY — 0cgnY — §J.(ViJn¥) + X (InA)in¥ 645
+n¥(InA)tX —+(GInA)g(X,n¥) —n(0)g1(X,Y), '
where H is a mean curvature vector and for any U,V € T(kerJ,) and X,Y € T'(kerJ,)*.
Proof. For any X e [(kerJ,)* and Uve I'(kerJ,) and using equations (2.3), (2.6), (2.4),

(2.12) and (2.13), we have

From using formula (2.7), (2.16) and with conformality of RS J, the above equation finally takes

the form
21(VgV.X) = g1(Tp0V.nX) +81(VV 0V + T5 1V, iX)

1 ~ s s 1 ~ =
= 728((VL)U. V), fonX) + 582V aV, JunX)

It follows that the equation (6.44) satisfies if and only if B (kers,) 18 totally geodesic. On the other
hand, for U € ['(kerJ,) and X,Y e ['(kerJ,)* with using equations (2.3), (2.4), (2.6) and (3.21),

we get
By using the equation (2.16) with definition of conformality of J, we deduce that

~ o~ 1 ~ o~ ~ ~ ~

1
ﬁgz
+81(V§P?7¢ﬁ) +g1<dyn?,wl7) ~n0)a1(X,Y).
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Considering the (i) part of Lemma 2.1, above equation turns in to

~ ~ 1 ~ ~ ~ o~ ~ o~
g1(VgY,U) = ﬁgz(vf?f*nY,J*%U) +81(VgtY, U) + g1 (gnY , 0U)
— 81 (Glnﬂ'a)?)gl (l’l?,%l/f\) _gl(GlnAWni;)gl()?vxﬁ)

+81(GInA, xU)g1(X,nY) —n(U)g1(X,Y).

By direct calculation, finally we get

g1(X,Y)H = —1/etY — 0VtY — 0lgnY — J.(V5J.nY ) + X (InA )y
+nY (InA)1X —t(GInA)g (X, nY) +n(U)g1(0X,Y).

From the above equation we conclude that B (kerd,) - is totally umbilical if and only if equation
(6.45) satisfied.
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Abstract

In this research, our goal is to characterize the structure of central generalized bi-semiderivation &
on ring. Infact, we obtain a few commutativity observations for bi-semi-derivations that commute
on prime and semiprime ring. A non-commutative version of some results is also investigated with

the help of algebraic identities in which & will acting as left centralizer.
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1 Introduction

A mapping D from R X R to R is considered to be symmetric if D(a,b) = D(b,a) for each a,b € R.
If D is additive within both slots, it is referred to as bi-additive. We are discussing the conceptual
framework of symmetric bi-derivations, as seen in [1], it follows: A mapping D: RX R — R is
referred as bi-derivation if D is bi-additive and for every a € R, the map b — D(a,b) as well as
for every b € R, the map a — D(a,b) is a derivation of R. For ideational reading in the related
matter one can turn to [1]. For a symmetric biadditive mapping D, a map & on R identified as

h(j) = D(j, j), for every j in R is commonly referred to the trace of D.

Bergen [2] outlined the idea of semi-derivations on ring R. If a function g : R — R is in

existence such that f(ce) = f(c)g(e) +cf(e) = f(c)e+g(c)f(e) and f(g(e)) = g(f(e)) for any
additive mapping f on R, then such map f is termed a semi-derivation. for each e,c € R. Every

semiderivations connected to g are manifestly typical derivations, if g is an identity map of R.

A function ¥ : R X R — R with symmetry and bi-additivity is termed as symmetric bi-semi-
derivation linked with the function f from R to R, if ¥ and f fulfilling the requirements listed
below

B (ei,c) = V(e,c)f(i) +eVd(i,c) = O(e,c)i+ f(e)D(i,c)

Y (c,de) = O(c,d)f(e) +dO(c,e) = VO (c,d)e+ f(d)V(c,e)

and O (f) = f(O) forall d,e,i,c €R.

Example 1.1 Assume that S is a ring after matrix addition and multiplication are applied, where

)
S = 0 0 |,k € R} and a commutative ring R. Define ¥ : S xS — S such that
Ik J 0 kj
13, , b = / and f S — S by
00 00 0 0
[k l : L . .
f 00 = 00 ) From this, ¥ refers to the bi-semi-derivation on S with associated
function f.

Assume that f is a semi-derivation of R having an associated function g, an endomorphism. A
generalized semiderivation is the additive map F on R if F(ce) = F(c)e + g(c)f(e) = F(c)g(e) +
cf(e) and F(g) = g(F), for every c,e in R. There is a generalized semiderivation for every given
semi-derivation. Furthermore, any generalized semi-derivations connected to g are just generalized
derivations of R, if g is acting as identity on R. The most natural example of generalized semi-
derivation, we consider a semi-derivation .%# on a ring R joint with a function ¢ and define the
two map as F(I) =.Z7 (1) —l and H(!) = .#(I) + 1, [ in R. With such construction the generalized
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semiderivations on R are represented by F and H joint with ¢.

Motivated by all above definitions and references includes in [3, 4, 2, 5, 6, 7], we deliver
the concept of generalized bi-semiderivation on ring in [8] as follows: Consider the maps 6, :
R X R — R and f from R to R. Now describe if for every [ € R, b — 6(I,b) and for every b € R,
[ — 9&(1,D) are generalized semi-derivation of R with associated function ¥, f (defined as above),
and satisfying 6(f) = f(8), then & will be called generalized bi-semi-derivation on R. More
precisely, 0,1, f satisfying the following:

1. 8(Iv,e) =06(L,c)f(v) +18(v,c) = (L, c)v+ f(1)S(v,c)
2. 0(L,we) =0(l,w)f(c)+wd(l,c) =06(l,w)c+ f(w)S(l,c)
3. f(6) = 0(f) for every l,v,c,w €R.

We present the example of generalized bi-semiderivation to understand the concept well.

;i
Example 1.2 Consider the set % = { < / ) | j,l,u,q € 2Zg ;. Then % represents a ring
u q

under matrix addition and matrix multiplication. Define 0,0 : # X % — X such as
5 I j e k [ 0 Jk
u g ) \ g h ug 0 /)’
5 a b ’ e k _ 0 O
c d g h 0 dh

a b a 0

and f - % — X by f J = 00 ) Therefore, § is a generalized bi-semiderivation
c

with associated function ¥ and f on Z. In above defined concept of generalized bi-semiderivation,

we easily observe that & will be considered as bi-semiderivation, if we assume & = V.

Several mathematicians have identified a connection between the behavior of mappings ob-
serving algebraic identities involving prime (semiprime) rings and their subsets. The prime ring’s
R structure possessing a nonzero derivation & that allows the values of & to commute, or for
which 2(k)2(j) = 2(j)2(k) for each k, j € R, was found by Herstein [6]. In this note, author

determine the structure of commuting derivation on ring.

In [4], authors goal is to provide commutativity results for rings and show that if / is a nonzero
ideal of R and R is a 2-torsion free semiprime ring, then a derivation d of R is commuting on [ if
one of the following rules is true: (i) d(x)d(y) =xy (i)d(x)d(y) =yx (iii)d(x)d(y) = —xy (@iv)
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d(x)d(x) = x* for all x,y € I. Further, if d(I) # 0, then R has a nonzero, central ideal. Encouraged
by each work of examined literature, we investigate the central generalized bi-semiderivations and

it’s related identities on semiprime ring.

Lastly, we show by some examples that the limitations placed on the hypothesis of the different

theorems are not redundant.

2 Main Results

With the following lemmas, we get started.

Lemma 2.1 [9] Let R be a semiprime ring, then:

(1) There are no non-zero nilpotent elements in the center of R.

(2) If for all u,v € R and a nonzero prime ideal J of R such that uRv C J, then eitheru € J orv € J.

Lemma 2.2 [10] The center of a one sided (non-zero) ideal exists in the center of R, if R is a

semiprime ring. Each commutative ideal (one-sided) is therefore always included in the center of

R.

Theorem 2.1 Let R be a semiprime ring possessing 2 torsion freeness and 6 be a generalized

bi-semiderivation on R with associated surjective function f and bi-semiderivation p. If 8(r,r) C

Z(R) for every r in R, then either p = 0 or R contains a central nonzero ideal.

Proof: We have given that §(r,7) C Z(R), for each r in R. So,
[6(r,r),s] =0 for every r,s €R.
On linearization of above equation in r and utilize the torsion of R, we observe that
[6(r,p),s] =0 for every r,p,s €R.
Now, put pt in place of p in (2)to find
o(rnp)f(),s|+plp(rt),s]+[p,s|p(rt) =0 for each rt,p,s€R.
Surjectivity of f enable us to put g for f(¢), ¢ € R in (3) and we get

6(r,p)la,sl+plp(rt),s]+[p,slp(r,t) =0 for every r,q,p,s,t €R.
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Reinstate (4) after putting ps for s and applying (4) to bring out
o(r,p)lg,p)s+plp(rt),pls=0 for each r,p,t,q,s €R. (5)
At instance, we can find from (5)
plp(nt),p]s =0 forevery t,p,s,r €R. (6)

Now make use of semiprimeness of R to obtain [p(r,7), p] = 0, for every p,r,t € R. Therefore,
p(R,R) C Z(R). We conclude our claim by Lemma 2.2 in [11].

Theorem 2.2 Suppose that I is a nonzero ideal of R and that R is a semiprime ring. If 8 is a
symmetric generalized bi-semiderivation on R with associated bi-semiderivation p and associated
function f such that [0(1,1), j]F[l,j] =0 foralll,j € R, then § is central. Moreover; either p =0

or R contains a central (nonzero) ideal.

Proof: In accordance to the stated hypothesis, we have
[6(1,1),j]F[l,j]=0 for each I,j €l (7)
As a result of linearization in [/ of (7)
[6(1,1),j)+[6(a,9), i) +2[6(1,9), j]F [, /]Fq,j] = 0 for any 1,j,q €1 (8)
Comparing (7) and (8), we obtain
[6(1,9),j]=0 for all [,j,q€l. 9)

Replace rj in (25) to get [6(,q),r]j = 0 for each l,q, j € I and r € R. This implies that Hence
6(l,q) CZ(R). Applying Theorem 2.1, to conclude the proof.

Theorem 2.3 Let a ring R be prime possessing characteristic not 2. If 0 is a symmetric generalized
bi-semiderivation on R with associated bi-semiderivation p and associated function f such that
[6(x,x),y] F (xoy) =0 forall x,y € R, then § is central § is central. Moreover, either p =0 or R

contains a central nonzero ideal.
Proof: The proof of this theorem is similar as that of above theorem.

Theorem 2.4 Let R be a semiprime ring and I # (0) be an ideal of R. If § is a symmetric gen-
eralized bi-semiderivation on R with associated function f such that 8(p,p)oy— [p,y] = 0 for

D,y € R, then 8 is central. Moreover, either p = 0 or R contains a central nonzero ideal.
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Proof: In accordance to the stated hypothesis, we have
o6(p,p)oy—|[p,y] =0 for each p,y€l. (10)
Substitution of yz in place of y in (10) gives that
[6(p,p),¥lz+¥(8(p,p)oz) = [p,y]z—y[p,2] =0 for each y,p,z€l. (11)
Analyzing the last pair of equations, we have
[6(p,p),y]z— [p,y]z=0 for each y,p,z€l. (12)
Rewrite last expression by putting yx for y to find
y[6(x,x),x]z=0 for each x,y,z €. (13)

R’s semiprimeness indicates that [8(x,x),x] = 0, for every x € R. Hence 8(x,z) C Z(I) C Z(R),
utilizing the property that the center of R contains the center of a nonzero ideal by Lemma 2.1.

Theorem 2.5 Let a semiprime ring be R possessing 2-torsion freeness and I # 0 be an ideal of R.
If 6 is a symmetric generalized bi-semiderivation on R with associated function f and associated
bi-semiderivation p such that 6(x,x)8(y,y) = xy Yy,x € R, then p is central. Moreover, either

p = 0 or R contains a central nonzero ideal.

Proof: We have given that
O(x,x)8(y,y) =xy for each x,y€l. (14)
Linearizing (14) in x yields that
0(x,z)6(y,y) =0 for every x,z,y € 1. (15)
A similar way of linearization of (14) in y give us Linearizing (14) in x yields that
O(x,x)8(y,u) =0 for each x,u,y € I. (16)
Substitute xr for x in (15) to get

8(x,2)ré(y,y) + f(x)p(r,2)6(y,y) =0 for every x,z,y€l,r €R. (17)
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Multiply (17) by & (w,w) from left and use (16) to find
o(w,w)f(x)p(r,z)0(y,y) =0 for every w,z,y €I, r €R. (18)
Applying the surjectivity of f, the last equation can be seen as
O(w,w)tp(r,z)6(y,y) =0 for each w,z,y€l,r €R and f(x) =t € R. (19)
This expressly implies that
p(r,2)0(w,w)tp(r,z)8(w,w) =0 for every w,z€I,r,t €R. (20)
We obtain by R’s semiprimeness
p(r,z)6(w,w) =0 for every w,z€ I ,r €R. (21)
Multiply above equation by 0 (u,u) from right and use (14) to find
p(r,z)wu =0 for each w,u,z€I,r €RR. (22)

A suitable replacement in the last equation enable us to write [p(r,z),u] =0Vr € R and u,z € I.

On implementing Lemma 2.2, p(z,z) C Z(R), and hence p is central.

Another claim that either p = 0 or R contains a central nonzero ideal can conclude by Lemma
2.21in [11], if p is central.

Theorem 2.6 Let a ring R be semiprime having 2-torsion freeness and 1 # 0 be an ideal of R.
If 6 is a symmetric generalized bi-semiderivation on R linked with function f and associated bi-
semiderivation p such that 8(x,x)8(y,y) = —yx Vy,x € R, then p is central. Moreover, either p =0

or R contains a central nonzero ideal.

Proof: The proof of this theorem is obtained by following the identical approach as in the previous
theorem.

The non-commutative version of our previous investigation can be seen as below result, in
which we observe that § will be acting as left centralizer. The detailed concept of left (right) cen-

tralizers can be found in [12].

Corollary 2.1 Letting R be a prime ring that is non-commutative with char(R) # 2. If d is

a symmetric generalized bi-semiderivation on R with associated function f and associated bi-
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semiderivation p such that §(x,x)0(y,y) = xy for all x,y € R, then p = 0. In this case, 6 will

acting as left centralizer.

Theorem 2.7 Let a ring R be prime having characteristic not 2. If  is a symmetric generalized
bi-semiderivation on R with associated function f such that [6(k,k),u] F [p (u,u),k] =0 Vu,k € R,

then § is central. Moreover, either p = 0 or R contains a central nonzero ideal.

Proof: From stated hypothesis, we have
[6(k,k),u] F [p(u,u),k] =0 for every u,k €l. (23)
Linearize in k (23) yields that
[6(k,k),u] +[0(v,v),u] +2[8(k,v),u] F [p(u,u), k]| F [p(u,u),v] =0 for every u,k,vel. (24)
Comparing (23) and (24) and applying characteristic condition, we obtain
[6(k,v),u] =0 for each vu,k €1. (25)
Hence 6(k,v) C Z(I) C Z(R), as follows from Lemma 2.1.

Theorem 2.8 Let R be a 2-torsion free semiprime ring. If © is a symmetric bi-semiderivation on
R such that OO (u,u),u) = 0 for all u € R, then ¥ = 0.

Proof: We are given that by hypothesis
V(O (u,u),u) =0 for all u€R. (26)
Linearize (26) to obtain

(O (u,u),u) + 3 (3(v,v),u) +20((u,v),u) + (3 (u,u),v)

27
+3 (S (v,v),v) +29(3(u,v),v) =0 for every v,u €R. @D

From (26) and (27), we get
(O (v,v),u) + 20 (0 (u,v),u) + (S (u,u),v) +29(5(u,v),v) =0 for each vyu c R.  (28)
Put —u in place of u in(28) to find

= (O (v,v),u) + 20 (% (u,v),u) + (S (u,u),v) — 20 (5(u,v),v) =0 for every v,u € R.
(29)

46



The Islamic University journal of applied sciences (JESC), Issue I, Volume VI, July, 2024

Analyzing (28) and (29) to obtain by using torsion of R
20(S(u,v),v) + (3 (v,v),u) =0 for every v,u € R. (30)
Rewrite (30) after swapping u by fu, we have

219 (0 (u,v),v) +20(0(¢,v),v)u+209(t,v) 0 (u,v) +20(t,v) O (u, v)

31
+3(3(v,v), 1) u+13(%(v,v),u) =0 for every u,t,v €R. G

Using (30), (31) becomes
49(t,v)¥(u,v) =0 for every u,t,v € R. (32)

Torsion restriction on R yields that ¥ (¢,v) 9 (u,v) = 0 for each v,7,u € R. In particular, last expres-
sion can be written as ©(¢,v)®(¢,v) = 0 for each v,z € R. This implies that (®(¢,v))?> =0Vt,v € R,
that is, ¥ is nilpotent with index 2. Use Lemma 2.1 to observe ¥ (¢,v) = 0 for each z,v € R. Hence
9 =0.

Example 2.1 Consider the set R = { ( g (C) > | s,c,t € Zg} and
t

[0
1= { < 0 ) |1,j€ Zg}. When performing “+” and “.” in matrices of R, R denotes a ring.
J

and I will be a left ideal of R. Define 8 : R Xx R — R such that 6 * (c) ) ) g)) =
! 8
0 0 O
su D 5 c : uw f = and f:R— R by f e =
0 0 t 0 g 0 g 0 £ 0

00
t
ciated map f on I. We easily observe that the maps 8,1, f satisfying the condition of Theorem 2.7

. Therefore, 8 is a generalized bi-semiderivation with associated function ¥ and asso-

and 2.8 but neither 8 is central nor & = 0. Hence the Semiprimeness (Primeness) of ring is the

essential requirement of the hypothesis.
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An Adaptive Model for Distributing and Balancing Air
Conditioning in Crowded Places
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Abstract: This paper studies how the Heating, Ventilation, & Air conditioning (HVAC) systems
can be optimized in response to global heat and energy demand rises. We advocate a performance-
based framework geared towards high-density sites such as terminals and malls to obtain energy
efficiency without sacrificing operational function. The model combines cutting-edge sensors,
control and variable components, and feedback loops to continuously adapt HVAC usage in
response to temperature, humidity data, and occupancy levels. An important feature of the model
is its use of Internet-of-Things (IoT) technology to make networked devices able to share
information automatically. Those types of integration include power consumption, network
dynamics, load forecasting, and even user perception, making the model so resilient and scalable.
The method is intended to be adaptable as situations arise based on changes in incident weather
and room usage. A major consideration has been including potential users (especially older
people). The goal is to improve occupant comfort, save energy, and encourage sustainable
management of HVAC systems in crowded spaces. Experimental results show that there can be a
high energy saving if certain scenarios are considered without compromising the comfort of living.

Keywords: HVAC, Energy Efficiency, Air Conditioning, Adaptive Systems, Environmental
Sustainability.
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1. Introduction

Increases in global heat and energy consumption issues have concerned system designers in several
disciplines. The solutions provided should consider productivity in addition to handling energy
issues in most countries. Heating, ventilating, and air-conditioning (HVAC) have gathered much
attention to improving the services at different places. Implementing efficient optimization and
control mechanisms has been identified as one crucial way to help reduce and shift HVAC systems'
energy consumption to save economic costs and foster improved integration with renewables [1].
Several attentions have attempted to balance energy consumption and enable more comfort for
human needs. Moreover, as the electrical load continues to grow, it is highly interesting for power
utilities to reduce the system peak demand and increase the utilization of electricity infrastructure
with minimal investment in power generation and delivery systems [2]. However, more electricity
consumption can occur when following incorrect behaviors. Thus, next-generation solutions
should balance needs and energy efficiency.

In recent years, the demand for effective air conditioning systems in crowded environments has
significantly grown in different scopes. With the rise in urbanization and the increase in population
density, optimizing the balance and distribution of air conditioning has become a crucial aspect of
providing a comfortable and healthy indoor climate. This paper focuses on the key concepts and
strategies for balancing and distributing air conditioning in crowded places. These places include
public transportation points, huge shopping malls, and large event halls [3]. Many considerations
should be given to all visitors to these crowded places to meet individual needs. Future work should
consider the well-being of all visitors in terms of environmental quality, including temperature,
humidity, and air balancing. The main issue in this scope can be summarized as the varying thermal
comfort needs of the different visitors within the same space [4]. Furthermore, another issue is
balancing the visitor needs and managing the energy consumption increases [5].

Several attempts were mainly focused on developing advanced air conditioning systems.

These attempts were considered from several eras, such as engineering, research, and industry.
These combinations from different specializations are because these systems employ various
technologies such as sensor advancement, data analytics, and intelligent algorithms. All
cooperated efforts are to maintain the optimal environmental needs as well as to minimize energy
consumption [6]. On the other hand, renewable energy sources with smart technologies have
promised to develop sustainable AC systems, ensuring reduced greenhouse gas production [7]. All
the previous considerations show the importance of quarrying new and sustainable solutions for
these issues in crowded places. Nevertheless, energy consumption has recently become a critical
issue. This was due to the importance of energy saving and its impact on the environment.
However, it is known that electronic devices in the residential, industrial, and commercial sectors
have the highest usage of energy consumption [8].
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These devices affect energy consumption due to different factors, such as energy management
techniques, power efficiency levels, and device operation conditions [9]. Thus, researchers have
initially focused on deploying energy efficiency on the devices from the manufacturing phase [10].
More issues are focused on the sustainability of solutions to reduce carbon emissions worldwide
[11].

2. Intelligent Applications of Air Conditioning

Recently, many attempts have been made to manage air conditioning systems. Also, energy
consumption is greatly considered in these systems. For instance, the fuzzy logic-based AC system
model is used to control the AC in specific buildings [12, 13]. This model focuses on factors such
as indoor and outdoor temperature, user-preferred conditions, and humidity. This model focuses
on adjusting the AC levels by considering all the previous factors. It has improved energy
consumption compared to traditional AC systems [14].

Moreover, an artificial neural network-based AC system uses different models to manage AC
balancing modes. This model uses artificial neural networks (ANNS) to control air conditioning
systems. It uses input variables to train the ANN control AC condition systems. Then, the trained
ANN predicts the appropriate settings based on the current input variables. It has shown
improvement in energy efficiency compared to other models [15, 16]. They are moving forward
to predictive control-based AC systems that adjust the condition settings using the prediction
controls. Mainly, this model uses different factors when predicting to be used even for future
settings.

When the behavior is predicted, the controller helps modify the settings accordingly to achieve
the desired comfort level. This model could leverage the minimizing of energy consumption. It
can be shown that this model would manage both energy consumption and raise indoor comfort
levels [17, 18, 19, 20]. Furthermore, another model has been developed using the reinforcement
learning-based AC system [21]. This model focuses on the interactions between the AC system
and the environment [22]. These interactions can determine the optimal AC conditions. Similar
factors in this model are considered to state the correct levels of AC settings. Also, this model has
shown an improvement in energy consumption minimization [23, 24, 25].
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3. The Proposed Model

This model is initially proposed to enable an adaptive approach for AC balancing, especially in
crowded places. For this reason, it focuses on choosing an adaptive algorithm for adjusting the
system's settings (Algorithm 1). Several factors are considered, starting from the phase design of
this model. There are several components are involved in this model, including:

3.1 The involved components

3.1.1.

3.1.2.

3.1.3.

3.14.

Sensors: Such devices can monitor and generate readings from the surrounding
environment, assisting in generating the needed data. Several technologies can be applied
to sensors to minimise cost and energy consumption. Internet of Things applications can
be used in this phase to link devices, as shown in figure 1.

Control Algorithms: In this phase, optimal settings are maintained for processing data
efficiently. Past performance logs are used for future calculations, which assists in
minimizing energy consumption and maximizing service quality.

Variable components: Control systems would be used to classify the AC scenarios,
allowing for more comfort in indoor halls. They can be adjusted to achieve optimal
performance. Changing conditions will be considered to reach the desired level of comfort.

Feedback loop: This model relies on the feedback loop for continuous learning from
feedback. This would allow for continued enhancement of real-time decision-making
based on the data received from sensors.

AC AC
unit unit
Q2
S |\ Ac AC
:)) unit | unit
e
o]
8
= AC AC
unit unit

Figure 1: Motion Sensors
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Different scenarios are considered for meeting the requirements of this model as shown below.

1. Initialization
Set initial thresholds: Tinit, Hinit, Oinit
Initialize sensors Stemp, Shum, Socc
2. Data Collection
Collect real-time data Dy = { Tt, Ht, Ot }.
3. Data Processing
Normalize data: D't = normalize(Dy).
4. Occupancy Detection
Classify occupancy:
Low if O; < O
Oclass(t) = Medium lf OIOWOt < Ohigh
ngh lf Ot < Ohigh

5. Environmental Analysis

Compute deviations: ATt = Tt - Topt, AHt = Ht - Hopt.

6. Adaptive Control

Adjust HVAC: HVAC: = f(Oclass(t), ATt, AHy)

Predict future conditions: O¢+k) = ML_model(Dyt-n:3)

7. Feedback Loop

Monitor and adjust: Adjust: = g(desired; - actualr)

8. Energy Optimization

Minimize energy consumption: min E; subject to comfort constraints
9. Fault Tolerance and Scalability

Detect and mitigate faults: Fault; = { 1 if fault detected; O otherwise }
10. User Comfort

Personalize settings: Comfort: = h(user preferences, D)

11. Logging and Reporting

Log activities Ly = {Dt, HVAC,, Error,, Adjust:}

12. Continuous Improvement

Evaluate and optimize: Optimize = Evaluate(L ¢t-n:t)

Algorithm 1: Adaptive Algorithm
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4. Effective Factors

Several factors have influenced this model regarding specifications and determining the priority
for each sole requirement. Such considerations are considered from the beginning of the model
design. Desired characteristics are well maintained to meet the model requirements. The main
features are listed below:

4.1  Power consumption: This issue is handled by balancing individual and group request
loads. Power requirements are considered when managing different devices or systems. Chosen
algorithms can assist in distributing the loads with power consumption considerations. This
approach would minimize energy waste.

4.2. Load characteristics: Different load characteristics are considered in this model for
scalability purposes. Thus, this model maintains several requirements, such as response time,
despite various load needs. Also, quality of service is considered by classifying the load by the
priority levels. This feature can ensure that critical and time-sensitive loads receive the resources
they need.

4.3. Network conditions: the current state of the network can affect the load balancing and
other requirements. Thus, load distributions should be considered despite the various conditions
to enable intelligent load balancing.

4.4. Prediction modes: The chosen algorithms consider the load balancing and predictive
modes of future load patterns. Analyzing historical data can be achieved by using machine learning
algorithms for future data estimations. This consideration can help in optimally allocating
resources.

45. Fault tolerance: Multiple load-balancing algorithms ensure high availability and
reliability. This can be achieved by mitigating the impact of maintenance activities or minimizing
failures.

4.6.  Scalability: Scalability is a vital factor when choosing load balancing models. Increasing
loads should be considered to adjust the load distribution and meet scalability needs. Thus,
changing system conditions should be considered when using provision techniques for load
balancing strategies.

4.7.  Cost optimization: The chosen model considers cost optimization and user preferences.
In this factor, both resource utilization and user preferences are considered for enabling the best of
the resources based on the needs of users. For example, when certain users or applications may
have specific levels of requirements or priorities, the model can handle this issue based on the
previous quality of service patterns.
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5. Balancing Scenarios

Adaptive models for crowded places are vital solutions for managing air-conditioning systems.
However, this depends on the algorithms chosen to handle this issue. As mentioned earlier,
different factors play critical roles when applying chosen algorithms. The main purpose of our
model is to enable balancing scenarios for crowded places. So, different users can be served,
enabling instant decision-making features. For example, when elderly people visit this place, they
will be directly guided to appropriate places within the hall. Otherwise, others will be directed to
other places that suit their circumstances. This would ensure both the efficiency of the adaptive
air conditioning model and the highest level of comfort for all users. Thus, dynamic adjusting for
location-based decisions will be managing airflow and temperature in crowded places.

Our important goal is to determine the best places for each coming person with real-time decisions
for adjustment and guidance for all coming people. Also, this model would maintain the best level
of comfort for all current occupants. All generated data would assist our model in choosing the
optimal situations in all the parts of the hall. Furthermore, identifying the various needs of
occupants would enhance the possible solutions for future usability demands. Also, users' profile
and needs for be saved for future decision making. This model depends on the personalized
determination to enhance the user's comfort. Thus, it will help to enable good environmental
conditions for all users. Also, energy saving is considered in this model to balance both occupant's
comfort and resource allocations. Overall, the implementation of this system would manage
between various factors in order to allow for optimal experience for all occupants in crowded
places.

Users need to address their issues earlier for more usability scenarios. However, due to the
mentioned factor above, it is needed to address different circumstances. These circumstances
include the weather changes, user needs and the number of occupants in crowded places. The user
needs are classified based on the age, gender, and the health status. The weather changes must be
considered when applying this model, for example at the time of the day or night. Also, the season
plays a vital role in determining appropriate temperature rates based on the model. Furthermore,
other geographical matters are considered for the type of area, e.g., costal, mountainous, and desert
places.
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6. Experimental Setup and Results

Adaptability, energy efficiency, and user comfort were investigated in the experimental
evaluations of an adaptive air conditioning system across five scenarios. When there is low
occupancy (Scenario 1), where the occupancy level is just 20%, the system produces an air
temperature of 22.5 degrees Celsius and 45 percent RH, consuming only 5.0 kW. It had a low
response time of 2.0 seconds, yielding a human comfort level of 95% and an energy efficiency
rate of 80%. This showed that the company scaled operations according to demand and yet
provided comfortability. The experimental results are detailed in Table 1.

The second scenario is where there was high occupancy at approximately 80 percent. The
temperature went up, though marginally, to 23.0°C and a relative humidity of 50%. This increased
the power consumed up to 10.0kW and caused a longer response time of 3.5 seconds. This reduced
the energy efficiency to 75%, and the system still had a 90% comfort feeling. It showed that the
system could accommodate extra heat load, although it meant lower energy consumption.

The Evening Peak scenario (scenario 3) with medium occupancy (50%) effectively controlled a
room temperature of 21.0°C and a humidity level of 60%, utilizing 8.0 kw electricity and a delay
time of 2. Comfort level was 92% and the energy efficiency was 78%. This illustrated the
flexibility of the system under peak demand providing comfortable users and saving energy.

Under Extreme Weather Scenario Four, when occupancy was 85%, the system struggled to
achieve acceptable temperatures. The humidity level was lower at 25.0°C, and the temperature
was 5% higher. The response time was lower at 4.0 seconds, while power consumption peaked at
12.0 KW. The comfort level decreased to 85% while maintaining the minimum level of energy
efficiency at 70%. It pointed out areas where enhancements could be made to system robustness
and resource management under stressed conditions.

Lastly, Scenario 5, Elderly Priority, stressed elderly comfort, where a medium occupancy room is
maintained at 24.0°C and 55% humidity. It consumed a power of 9.0 kW and had a response time
of 3.0 seconds, with a 93% satisfaction rate and 77% energy efficiency rating. In this way, it
proved that the system is able to provide individualized atmospheric control, taking into account
the specific needs of sensitive groups with minimal overall energy consumption.

Results from an experimental evaluation of research on adaptive AC systems are useful for life
and developmental technologies. Additionally, the studies display impressive breakthroughs in
energy conservation by monitoring power utilization that varies depending on presence and
absence. The aspect is also very critical towards minimising unwanted energy consumption in
buildings which have been taken up as part of urbanisation concerns.
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Furthermore, it enhances indoor Environmental Quality (IEQ), contributing to health and comfort
in schools, homes, and workplaces. The integration of 0T with adaptive algorithms makes today's
HVAC systems modern. Now, it is ready for tomorrow's smart and efficient climate control
solutions.

According to international goals that aim at creating a sustainable environment in the future, the
study is sustainable because it deals with the challenges related to environmental protection. The
system ensures that air conditioning has a low carbon footprint by enhancing energy efficiency
and minimizing energy utilization. This is exemplified by the Elderly Priority scenario, where one
has to recognize that climate control systems ought to be tailored based on particular demands for
various sectors for improved livability. The implication of this research with regard to intelligent
building technology is that adaptive systems are able to make effective use of real-time data for
high-performance integrated building management. The study could help develop policies and
build construction and maintenance standards to make them more environmentally friendly and
convenient and promote wider sustainability across the board. In summary, the study seeks
answers to some of the issues involved in building management and technology as a means for
better environment.

Table 1:Results Obtained Used Different Scenarios

Test Scenario Avg. Avg. Occupancy Power Response User Energy
temperatur | Humidity Level Consumption Time (s) Comfort Efficiency
e (°C) (%) (kW) Level (%) (%)
Scenario 1: 225 45 Low (20%) 5 2 95 80
Low
Occupancy
Scenario 2: 23 50 High (80%) 10 35 90 75
High
Occupancy
Scenario 3: 21 60 Medium 8 25 92 78
Evening Peak (50%)
Scenario 4: 25 40 High (85%) 12 4 85 70
Extreme
Weather
Scenario 5: 24 55 Medium 9 3 93 77
Elderly Priority (55%)
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7. Conclusion

This study introduces an adaptable framework for the distribution and regulation of air
conditioning in densely populated locations, with a particular focus on regions with high
population density such as terminals and malls. The suggested approach utilizes contemporary
sensors, control systems, feedback loops, and Internet-of-Things (1oT) technology to enhance the
efficiency of HVAC systems. Our methodology seeks to enhance occupant comfort, conserve
energy, and encourage sustainable HVAC management by dynamically adjusting HVAC
consumption in response to real-time temperature, humidity, and occupancy data. The model's
usefulness was shown by our testing findings in five different scenarios: low occupancy, high
occupancy, nighttime peak, bad weather, and elderly priority. The system successfully achieved
substantial energy save while maintaining comfort, demonstrating its flexibility and ability to be
expanded. For example, when there were few people present, the model was able to keep 95% of
users comfortable while using 80% less energy. On the other hand, when there were many people
present, the model was able to handle the extra heat without a significant drop in energy efficiency.
Our adaptive approach was found to have advantages over existing HVAC control methods in
comparative studies. Our concept differs from standard fuzzy logic or ANN-based systems by
including real-time feedback and predictive capabilities, resulting in improved fault tolerance and
scalability. This feature renders it especially well-suited for dynamic and densely populated areas.
this work represents a notable advancement in the progress of creating environmentally friendly
and highly efficient HVAC systems. Our concept promotes global sustainability goals and offers
a strong foundation for future HVAC advances by minimizing energy waste and enhancing indoor
environmental quality. This research has the potential to provide valuable insights for policy
makers and contribute to the creation of new construction standards that focus on environmental
sustainability.
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Vibration Assignment, B3pw91 Calculation and Conformational
Analysis of Antimicrobial 5-Amino -3-(Methylthio)-1-(1,3,4-
Thiadiazol -2-YI)-1H-Pyrazole-4-Carbonitrile.
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Abstract: In this study, we conducted infrared spectroscopy measurements on solid 5-amino-3-
(methylthio)-1-(1,3,4-thiadiazol-2-yl)-1H-pyrazole-4-carbonitrile  (AMTDPC, C7HsNeS2). The
spectra were obtained at a resolution of 4 cm™ and 0.5 cm, within the spectrum region of 4000—
200 cm™*. Furthermore, the observation of NMR spectra for *H and **C has been documented. Nine
rotational isomerisms, consisting of nine Cs and one C1 symmetry, are postulated for the AMTDPC
molecule due to internal rotation occurring around C—N and/or C-S bonds. The isomers are finally
characterized by two conformers (1-2) with energies below 1000 cm™, as determined through
quantum mechanical calculations utilizing RHF and DFT/B3PW91. Based on forecasts, conformer
1, which is the rotamer with the lowest energy and produces real frequencies, is expected to have a
stability order of 1 > 2. The spectrum modeling provides complete support for Conformer 1, making
it the preferred option based on the recorded infrared (IR), *H, and *C spectral data. The chemical
shifts at the B3PW91/6-31G level were successfully determined using the Polarizable Continuum
Model (PCM) and the Gauge-Invariant Atomic Orbitals (GIAO) technique, regardless of the
presence or absence of the solvent. The results of the NMR studies provided indications of both
constrained and unconstrained internal rotation of NH> around C-N bonds. In order to propose a
comprehensive and reliable vibrational assignment for each of the foundations of AMTDPC,
potential energy distributions and normal coordinate analysis have been employed. Additionally,
supplementary investigations were carried out to examine the torsional obstacles encountered during
the internal rotation of the NH,, CHs, CH3S, and thiadiazole ring. Based on spectrum measurements
that exhibited a high level of concurrence with the anticipated values, it may be concluded that
conformer 1 emerged as the isomer with the highest stability. Also there are small differences
between the calculated bond distances and the x-ray readings for comprised compounds.

Keywords: Conformational durability, vibrational categorization, NMR profiles, standard
coordinate assessment, obstacles to inner rotation, and computational estimations using DFT.
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1. Introduction

Pyrazoles are frequently employed in the pharmaceutical industry for the synthesis of biologically
active derivatives [1], [2], [3].This approach has also been explored by other researchers [4], [5],
[6], [7], [8].[9] , these compounds function as analgesics, anti-inflammatory agents, antibacterial
agents, and antidepressants. A recent study conducted by [10] revealed that derivatives of amino-
pyrazoles exhibit potential in mitigating brain-protein aggregation, a critical early step in the
progression of Alzheimer's disease. There is a scarcity of information regarding the vibrational
spectra and configuration of substituted pyrazoles, particularly in relation to N-substituted
pyrazoles [11].[12], [13], [14].

Previous studies have examined the vibrational assignment of pyrazoles. The subject of this study,
(AMTDPC, C7HsNsSz), exhibits several structural characteristics, such as linear -C=N (sp), planar
-NH: (sp2), and tetrahedral -CHs (sp3) moieties, in addition to the pyrazole and thiadiazol rings.
As far as we know, there has been no previous investigation into the structural stability, vibrational
characteristics, *H and *3C NMR spectra, or obstacles to internal rotation for AMTDPC, either in
theoretical or experimental studies. Furthermore, the molecular geometry and structural
parameters (SPs) of AMTDPC have not been examined using any of the microwave, x-ray,
electron, or neutron diffraction techniques. In the realm of vibrational spectroscopy, the
significance of ab initio calculations, including Density Functional Theory (DFT) approaches and
Restricted Hartree-Fock (RHF) calculations, has increased [10], [15], [16], [17], [18], [19]. In
recent years, the utilization of DFT simulations using the B3PW91 method has gained recognition
as a reliable approach for monitoring the molecular geometry and conformational stability of
compounds of medium and large size, encompassing up to 26 atoms [20], [21], [22]. In addition,
the utilization of GIAO NMR DFT-B3PW91 calculations has become prevalent in the field of
interpreting chemical shifts of *H and 3C [23], [24], [25], [26], [27], [28], [29], [30], [31]. Hence,
this study presents a comprehensive investigation into the vibrational assignments and structural
stability of AMTDPC through the utilization of infrared (IR) and nuclear magnetic resonance
(NMR) spectroscopy. Additionally, theoretical predictions based on B3PW91 are incorporated,
encompassing base sets up to 6-311G(d) [15], [32], [18], [19]. In order to gain insight into the
intricate conformational changes inside the molecule being investigated, potential surface scans
(PSS) were performed on the CH3, CH3S, NH2 groups, and thiadiazol ring. Our research on barriers
to internal rotations of methyl and NH2 [33], [34], [35] was enhanced by the inclusion of these
investigations.
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2. Experimental

The chemical substances used in this study were obtained from Aldrich Chemical Company,
ensuring a minimum purity level of 98%. The materials employed in NMR and IR analysis
exhibited spectroscopic characteristics. The solid sample was examined using the Csl pellet
technique while IR dye was connected to a vacuum pump. The Fourier transform infrared spectrum
(FT-IR) of the solid sample was recorded from 4000 to 200 cm™ using a Spectrum 100 Perkin
Elmer spectrophotometer equipped with Spectrum RX software. To obtain a satisfactory signal-
to-noise ratio, forty scans were collected at 1.0 cm resolution with baseline correction and
automatic smoothing features. In accordance with the methodology outlined by S.M. Hassan et al.
[36]. The solid sample of AMTDPC was synthesized by Hassan et al. (2001) through the reaction
of ketene with a hydrazine derivative. AMTDPC in DMSO-d6 was analyzed using Top Spin 1.3
software and a Bruker Avance 400 MHz spectrometer fitted with a Magnex superconducting
magnet to get the 1H and 13C NMR spectra (Figures 1 and 2). The material was first dissolved in
methanol and then diluted in a 50/50 (v/v) acetonitrile/water solution in a serial manner. The
samples were injected into the mass spectrometer using a Harvard syringe pump (Harvard, CA,
USA) at a flow rate of 10 puL per minute.

3. Results and Discussion

©) =

A e ppm)

R* = 0.948

. 3 .
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-~
o

A)
9 8 7 6 s 4 3 2
Chemical Shift (3, ppm)

Figure 1: The 'H NMR spectrum of AMTDPC, wherein the chemical shifts are recorded in parts
per million (ppm). (A) The spectrum obtained for conformer 1 is computed using the GIAO
method. (B) The experimental spectrum is presented, with peak assignments assigned to both
spectra to highlight their differences.
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Figure 2: The **C NMR spectrum of AMTDPC, represented by chemical shifts measured in parts
per million (ppm). (A) The spectrum obtained for conformer 1 using the GIAO method; (B) The
experimental spectrum, with peak assignments given for both spectra to highlight their differences;
(C) The correlation between the calculated (x-axis) and experimental peak positions.

3.1 Ab initio calculations

The Linear Combination Atomic Orbitals - Molecular Orbitals - Self Consistent Field (LCAO-
MO-SCF) quantum mechanical Gaussian 09 computations were developed using the RHF and
DFT methodologies [17]. Due to a lack of computer resources, frequency calculations were only
conducted using B3PW91/6-31G(d) [15], [16], [18], [19], [32]

3.2 Rotational isomerism

The rotational isomerism of AMTDPC is relatively complex due to the presence of a thiadiazole
ring and planar moieties CHs, CH3S, and NH> connected by single bonds. These moieties have the
ability to spin and generate a total of 9 possible isomers that adhere to the Cs and C1 point group,
as depicted in Figure 3. In conformer 1, the N4 position of the pyrazole ring and the N7 position
of the thiadiazole ring are first connected in a trans configuration.
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S-1 S-2 S-3
-1390.2192908 -1390.2160118 -1390.2091144

21H 21y
S-4 S-5 S-6
-1390.2089367 -1390.1937991 -1390.1908846

=22
S-7 S-8 S-9
-1390.1868164 -1390.1817386 -1390.200491

Figure 3: Rotational isomerism of AMTDPC with RHF energy.
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The methyl group undergoes a 180° rotation along the C15—S14, leading to the formation of planar
NH2 groups through sp2 hybridization, resulting in Structure 2. The formation of Structure 3
involves a 180° rotation of the CH3S moiety around the C3—S14, with CHzg eclipsing the bond. The
formation of Structure 4 involves a second rotation of the CH3 group by 180° around C3—S14, where
CHoas is staggered in relation to the two lone pair electrons on sulfur. As a result, the internal
rotation around the Ci5—S14 and/or C3—S14 bonds suggests the presence of four structures 1-4,
wherein the N7 of the thiadiazole ring and the N4 of the pyrazole ring are in close proximity to
each other. In each of these structures, the NH2 group exhibits trigonal planar (sp2) symmetry.
Structures 5-8 are formed when the N4 and N7 of the pyrazole and thiadiazole rings are connected
in a cis configuration. Structure 9 has trigonal planar (sp2) symmetry in the NH2 group, whereas
the thiadiazole ring is oriented perpendicular to the plan.

3.3 Optimization and computational analysis of frequencies.

The gradient approach proposed by [37] is employed to concurrently facilitate the relaxation of all
geometric parameters, with the ultimate goal of attaining the ideal structural parameters (SPs).
The vibrational frequencies were subsequently quantified by employing computed spin
perovskites (SPs) with 6-31G* basis sets, as well as the RHF and DFT-B3PW91 methodologies.
The primary software utilized for doing the quantum mechanical (QM) calculations mentioned
before [17], [32]was the Gaussian 09 program.

The results of the study indicated that conformer (1) displayed the minimum energy, whereas
conformer (2) exhibited the maximum energy, reaching up to 1500 cm™. Notably, conformer 1,
which exhibits the lowest energy structure with a trigonal planar NH2 group and trans to each
other N7 of the thiadiazole ring and N4 of the pyrazole ring, yielded all 57 real frequencies during
full optimization. This observation suggests that the AMTDPC structure is entirely planar. The
expected surface areas (SPs) for conformer 1 are compared with x-ray data for substituted
pyrazoles [38]to offer contextual information. Refer to Figure 3, as well as Tables 1 and 2)

TABLE (1) RHF energies in Hartrees of AMTDPC conformers 1-9.

6-31G(d) basi set RHF level AE (cm™) AE(kcal/mol)
Structure-1 -1390.2192908 0.0 0.0
Structure-2 -1390.2160118 720 2.1
Structure-3 -1390.2091144 2234 6.4
Structure-4 -1390.2089367 2272 6.5
Structure-5 -1390.1937991 5595 16.0
Structure-6 -1390.1908846 6234 17.8
Structure-7 -1390.1868164 7127 20.4
Structure-8 -1390.1817386 8242 23.6
Structure-9 -1390.200491 4126 11.8

4AE denotes the disparity in energy between conformer 1 (minimum energy) and conformers 2-9
at the RHF level.
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TABLE (2 ) B3PW91 and RHF structural parameters® for AMTDPC utilizing 6-31G(d) basis
sets.

Ref [46] RHF for Structure(1) B3PW91for Structure(1)
Parameters 6-31G(d) 6-316(d)

r(C,Cy) 1.379 (9) 1.383 1.397
r(C.Cs) 1.405 (5) 1.428 1.434
r(CsNy) 1.305 (5) 1.288 1.317
r(N4Ns) 1.388(5) 1.379 1.383
r(NsCy) 1.348 (5) 1.356 1.374
r(NsCe) 1.373 1.372
r(CiNy) 1.358 (4) 1.331 1.340
r(C.C1,) 1.408 (7) 1.419 1.408
r(C1oNy3) 1.139 (7) 1.139 1.166
1(CsSu4) 1.751 1.754
r(S14C1s) 1.810 1.814
r(Cs N7) 1.275 1.308
r(N7Ns) 1.365 1.362
r(NsCq) 1.268 1.296
1(CoS10) 1.735 1.743
r(S10Cs) 1.730 1.737
r(CoHa1) 1.071 1.083
r(N11Has) 0.997 1.008
r(NyHi7) 0.994 1.016
r(CisHis) 1.082 1.093
r(CisHio) 1.080 1.092
r(CisHa20) 1.080 1.092
r(N7...Hzs) 2.158 2.058
r(Ng....Hao) 2.803 2.775
Z(C1C,Cy) 104.9 104.8
Z (CaC3Ny) 112.2 (4) 112.0 112.4
£ (C3N4Ns) 104.4 (3) 105.1 104.4
£ (N4NsCy) 111.8 (3) 112.3 112.8
£ (NsC1Cy) 106.2 (3) 105.7 105.8
Z(NsCsNy7) 123.6 123.4
2 (NsCgS10) 1215 121.6
£ (CeN7Ng) 112.5 112.2
£ (N7NgCy) 1126 112.4
2 (NgNgS10) 115.0 115.3
£ (CyS10Cs) 85.0 85.0
£ (NgCoHa1) 122.8 123.0
£ (S10CoH21) 122.2 121.7
Z (C¢NsCy) 129.4 (3) 128.7 1275
Z( CeNsNy) 118.7 (3) 119.1 119.6
Z (CiN11H16) 120.4 119.0
Z (CiN11H17) 119.3 119.5
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Z(HieN13Hy7) 120.3 1215
£ (N11C1Cy) 130.5 (3) 130.3 1314
Z (N11C1Cs) 123.2 (3) 124.0 123.0
£(C1,C,Cy) 127.3 (4) 125.3 125.3
Z(C1,CC3) 127.4 (4) 129.8 129.9
Z(N13C12C») 179.6 (6) 177.8 178.0
Z(C2C1351) 124.6 124.4
Z(S14C5Ny) 1234 1231
Z(C351Cis) 100.8 100.1
Z(H1C15514) 105.9 105.9
Z(Hio C15514) 110.8 110.8
Z(Hzo C15514) 110.8 110.8
Z(HsC1sH1o) 109.7 109.8
Z(H15C15H20) 109.7 109.8
Z(H19C15H20) 109.9 109.7
1C3510C11H2 61.1 61.0
A, MHz 817 814
B, MHz 343 339
C, MHz 242 240
Hiot, Debye 5.574 5.173

3 Bond distances are expressed in angstroms (A), while bond and dihedral angles are denoted
in degrees. Rotational constants A, B, and C are measured in megahertz (MHz), and the total dipole
moment (Luot) IS quantified in Debye

3.5 Structural parameters

The C-N distances for C1-N11 and Ce-Ns are approximately 0.03-0.09 P shorter than those reported
for AP (1.429 P), ATP (1.370 P), and adenine (1.357 A) (Mohamed et al., 2008, 2009; Soliman et
al., 2007). The calculated SPs (refer to Table 2) for AMTDPC highlight the double-bond nature of
these bonds (see atom numbering in Figure 7). Furthermore, it is anticipated that the distances
between Ce-Ns and C1-Ns will be shorter than those between C1-N11 by approximately 0.043 A,
suggesting a greater level of double-bond nature for Cs-Ns and C1-Ns in comparison to C1-Nui.
The aforementioned projection is consistent with the calculated rotational barriers of NH2, the
detection of distinct N-H bonds based on NMR findings, and the observed stretching bands of
NHo.. The following sections will explore these findings in greater detail.
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In contrast to 2-aminophenol (2AP) and 2-aminothiophenol (2ATP), the SPs for AMTDPC exhibit
a preference for trigonal planar (sp2; NHz) NH2 groups rather than trigonal pyramidal (sp3; NH2)
NH: groups. It is worth mentioning that the angles of NsC:C, and C12C>C; are estimated to fall
within a range of 0.4-2.5 A when compared to the values derived from x-ray crystallographic data
[38], [39], [40]. On the other hand, there are small differences (0.01-0.04 A) between the calculated
bond distances and the x-ray readings. The x-ray crystallographic data of 3-amino-4,5-dicyano-1-
methylpyrazole [38]

and 5-amino-4-cyano-1-phenylpyrazole (Zukerman-Schpector et al., 1994) reveal variations in
bond lengths and bond angles, with values ranging from 0.3-5.0% and 2.0-4.0%, respectively.

The N....H bond lengths for AMTDPC have been calculated to range from 2.06 to 2.80 A, with
the combined Van der Waal radii of the hydrogen and nitrogen atoms being 2.75 A [41], [42].
Therefore, in addition to the anticipated intermolecular hydrogen interactions in AMTDPC, it is
expected that there would be moderate intramolecular hydrogen bonding interactions between
N7...H16 and N4...H20, as seen in Table 2.

3.6. Simulated infrared Spectra

The projected intertwining of the predicted infrared (IR) normal modes is expected to exhibit a
reasonably high amount of interaction, particularly for bigger molecules. As a result, the utilization
of projected infrared spectra has been proposed by [20], [43] as a valuable method for conducting
vibrational studies on organic molecules. Simulated vibrational spectra can be generated by
utilizing both infrared (IR) intensities and Raman activity, along with their polarizability and
dipole moment derivatives.

The frequencies and infrared intensities of the single conformer (1) were simulated using the
B3PW91 density functional theory (DFT) approach, in conjunction with a 6-31G(d) basis set. The
IR spectrum seen in Figure 4 was constructed using the dipole moment derivatives, as described
in the entire technique outlined in Reference [44]. The agreement between the estimated and
observed frequencies, as shown in Table 3, provides strong support for the vibrational assignments.
Nevertheless, the calculated infrared (IR) intensities denoted as w, m, and s below 1000 cm™ do
not correspond with the solid's IR spectrum, which exhibits strong to extremely strong intensities.

In spite of the significant spectral overlap observed in the recorded infrared (IR) spectrum, it is

worth mentioning that the projected IR intensities exhibited superior performance compared to the
anticipated Raman activity inside the CH stretching region.
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3.7 Simulated NMR spectra

Previous studies have shown that chemical shifts (, ppm) for small isolated molecules can be
accurately predicted using DFT NMR calculations with the Gauge-invariant atomic orbitals
(GIAO) model [15], [24], [29], [30], [31]. In recent years, there has been an increase in the
popularity of these calculations [27]. The preference for DFT predictions over the RHF technique
has been shown in certain studies [30], [45]. However, it is crucial to note that the accuracy of
NMR theoretical predictions is primarily influenced by two key factors: the optimized structural
parameters and the implemented basis set. The simulated spectra were computed using the
B3LYP/6-31G(d) structural parameters for conformer 1 in this particular instance. Chemical shifts
were predicted at the B3LYP/6-311+G(2d,p) level using the Gauge-invariant atomic orbitals
(GIAO) method, as described by Chesnut and Phung in 1989. These predictions were then
compared to the calculated chemical shifts obtained through the use of the same technology,
namely TMS. The GIAO calculations were conducted using the Polarizable Continuum Model
(PCM) implicit salvation approach[46], [47], considering both the solvent's impact and not. The
NMR prediction also incorporated the solvent. The results presented in Figures 1 and 2 pertain to
individuals who employed the phase change material (PCM) due to its observed ability to improve
the concordance between experimental and calculated outcomes.

4. Vibrational assignments

In the infrared and Raman spectra of AMTDPC, fifty-seven fundamentals are anticipated, and all
of them are Raman and IR active. In addition to the vc=n stretch around 2300 cm1, sex vibrations
were anticipated in the high frequency region 2900-3500 cm~ (15 and vs9)). Below 200 cm,
which is beyond the range of our instrumental detection capabilities, nine fundamentals are
expected. As a result, 41 bands between 1700 and 200 cm1 had to be assigned. Vibrational
assignments were compounded by the vast number of basics and occasionally the substantial
mixing. The infrared frequencies presented in the subsequent sections are extracted from the solid
sample's spectrum within a Csl matrix, as seen in Table 3.

4.1 NH2 Fundamentals vibrations.

Hydrogen bonding interactions do not appear to significantly alter or affect the N-H stretching
fundamentals. The recorded infrared spectrum exhibits distinct and well-defined bands, consistent
with the estimated infrared intensity (Figure 4). The infrared (IR) bands seen at 3376 and 3295
cm-1 (vs) were confirmed to correspond to two distinct stretching modes of NH2, namely v1 and
V2. The measured stretching modes of NH are shifted towards lower frequencies by approximately
200 cm as a result of inter- and intramolecular hydrogen bonding. Furthermore, the empirical
relationship of v = 345.5 + 0.876vss [48], where s and as are in wavenumbers, is not followed by
the vs and vas NH> stretches. This finding implies that the amino groups' N—H bonds are not
interchangeable.
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Figure 4: Experimental (A) and Calculated (B) Infrared spectrum of AMTDPC.

Table 3: B3PW91/6-31G(d) calculated and observed frequencies for AMTDPC.

Species Calculated . Observed . Assignment
Unscaled Scaled IR Int. Raman act. IR
A’ 3717 3508 126.6 54.4 3376 vs Vas NH2
A’ 3526 3330 136.7 100.2 3295 vs vs NH;
A’ 3277 3240 15 192.9 3231s vCsHy ( Thiadiazole ring)
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A 3190 3165 2.8 96.2 3184s vas CHs

A 3088 3055 10.9 128.0 3105w vs CH3

A 2342 2260 102.9 385.6 2218 vs vC=N

A’ 1703 1675 417.7 9.1 1637 s 8 scissor NH2

A’ 1625 1590 487.1 102.6 1577 s vCC (Pyrazole ring)

A’ 1573 1530 306.0 435.7 1517s VN;sCs (bridge)

A’ 1557 1510 40.2 18.1 1496m vCN (Pyrazole ring)

A 1507 1498 5.8 324 1490 sh VCN (Thiadiazole ring)

A 1499 1480 30.8 5.2 1472 w 8as CH3

A’ 1471 1452 36.1 95.8 1412 s VCN (Pyrazole ring)

A’ 1421 1390 70.4 15.0 1388 wsh 8s CHs (Umbrella mode)
A’ 1384 1370 11.0 15.1 1375s vC—N

A’ 1336 1310 90.3 41.9 1329 w vCC (Pyrazole ring)

A 1280 1265 121 72.8 1301m 8ip CoHa1 ( Thiadiazole ring)
A 1249 1233 111 16.0 12385 vC,Cy, (exocyclic C—C)

A’ 1207 1175 71 315 1152 w VN-N (Pyrazole ring)

A’ 1111 1111 28.1 5.8 1081 w vN-N (Thiadiazole ring)
A’ 1054 1025 14.8 0.3 1046 wsh p NH,

A’ 1032 1019 413 8.3 1028 wsh vC3S14 (exocyclic C-S)

A 1012 1000 8.4 8.1 1013 wsh 8as CH3

A’ 912 900 15.3 22.8 900 vs 8ip NNC ( Thiadiazole ring)
A’ 799 788 36.4 26.3 779 m Ring breathing (Pyrazole ring)
A’ 765 755 16.0 43 763 m vC—S (Thiadiazole ring)
A’ 733 720 0.9 7.4 722 w v S14*C15 (S*CH3)

A’ 697 688 24 2.8 686 w Ring breathing (Thiadiazole ring)
A 672 660 2.6 8.3 659 w 8ip C2C12 (exocyclic C—C)
A’ 617 600 29 13.9 598 w 8ip CSC ( Thiadiazole ring)
A’ 483 477 1.8 20 482 wsh 8y C—C=N

A’ 424 420 0.7 2.8 419 w 8ip (Pyrazole ring)

A’ 361 355 0.4 1.6 357w 8ip NsCe (bridge)

A’ 306 305 7.7 6.1 312m 8ip C3 —S14—C15 (C—S—CHs)
A 287 287 9.5 13 264 w 8ip C1— N11 (C—NH,)

A 196 196 18.2 24 211 wsh 8ip N5CgS10 + dip N4C3S14
A’ 100 100 15 5.9 — 8ip C=N

A’ 95 95 2.9 0.8 — 8ip (Pyrazole ring)

A" 3189 3159 25 36.0 3120w Vas CH3

A" 1483 1450 114 22.1 1430 w 8as CH3

A" 998 998 5.2 4.7 995 m p CH;

A" 801 801 21.6 17 807 m Swag. CoHz1(Thiadiazole ring)
A" 723 710 6.8 11 705w Pyrazole ring Torsion

A" 639 619 5.3 0.4 616 vw Pyrazole ring Torsion

A" 625 910 5.6 0.3 611 wsh Thiadiazole ring Torsion
A" 577 557 8.7 0.6 544 m Swist NHz

A" 549 519 0.1 0.3 (509 whr) Thiadiazole ring Torsion
A" 528 511 12.7 55 (509 whr) Swag. C2C12 (exocyclic C—C)
A" 376 376 0.2 0.1 373w Pyrazole ring Torsion

A" 281 281 25.8 0.7 289 w Ring Torsion

A" 225 225 447 25 227 m Ring Torsion (Butter fly)
A" 182 182 163.5 0.02 — Bwagg NH>

A" 154 154 2.0 0.4 — CHjs Torsion

A" 114 114 0.5 0.4 — NH, Torsion

A" 61 61 0.1 0.04 — Swagg S14—Cis (S—CHa)

A" 45 45 0.1 04 — Ring Torsion

A" 35 35 85 0.5 — Ring Torsion
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Based on the findings of Jesson

(1958), Soliman et al. (2007), Mohamed et al. (2008), and Mohamed et al. (2009), it has been
observed that the NH2 scissoring frequency falls within the spectral range of 1950-1650 cm™.
According to Table 3, there are two predicted bending modes of A’ NH2 at 1703 (v7) and 1054
(121) cm™. Therefore, the unscaled NH; scissor mode, k7 at 1703 cm-1, aligns with the previously
documented highly intense infrared bands observed at 1637 cm™ [34], [35], [49]. On the other
hand, the NH2 rock (121) is associated with the faint infrared band detected at 1046 cm™ (predicted
at 1054 cmY).

4.2 CH and CHj3 fundamental vibrations

The C9-H21 stretching of the thiadiazole ring is associated with the conspicuous infrared band
observed at 3231(13), which is calculated to be 3240 cm™. In addition, the C-H bending mode
(v17), which is calculated at a wavenumber of 1280 cm™, is associated with the medium-infrared
band found at 1301.

The week band at 3105 cm1 fit the A’ stretch species (15), while the two methyl C- stretches (A’
and A") are attributed to the detected IR bands at 3184 (v4) and 3120 (vs9) cm™, respectively.
Between 980 and 1500 cm~* there are predicted to be five vibrational modes (CH3 bending and
rocking) (3A’; vio, viaand w3 and 2A"; weand va1). As a result, the IR bands that are detected at
1472 and 1430 cmare attributed to 112 and vao, which are 42 cm apart (estimated at 1499 and
1483 cm™), respectively.

Furthermore, the measured shoulders at 1388 cm™! in the IR spectrum are consistent with the
umbrella modes (114). While the second methyl rock (1»23) was attributed to the measured IR band
at 1013 cml reported earlier at 1013 cm1, the first methyl rock (pCHs;va1) is predicted/seen at
998/995 cm! in the IR spectra [49]. It was attributed to the faint Calc IR at 154 cm~due to the
methyl torsion mode's extremely low IR intensity (13). However, due to the Rayleigh scattering
background below 100 cm~2, the CH3S torsion (15s) was not visible (Figure 4).

4.3 Heavy atom stretching fundamentals

The C=N bond (v6) exhibited a direct correlation with the highly intense infrared band seen at
2218 cm™. The C=C stretch (v8) is observed at a wavenumber of 1577 (s, IR) cm™*, which aligns
well with the calculated infrared intensity of 487.1 kcal/mol. The presence of a prominent infrared
band at 1517 cm™* can be ascribed to the C=N (v9) group of the pyrazole ring, as evidenced by the
substantial intermixing of the three C=N stretching vibrations (v9, v10, and v1l). This
corresponds to the infrared intensity band at 1573 cm, which has been determined to be high.
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In addition, the calculated infrared intensities of the three C=N stretching modes (v13, v15, and
v24) exhibit a rather moderate level of intensity, which contradicts the observed bands. These
modes can be considered as being inherently mixed. These C were allocated to the identified
infrared bands at 1412 (s), 1375 (s), and 900 (vs) cm ™.

The C>—C3 (v16) and C>—C12 (L18) segments in the infrared spectrum were predicted to have high
and low intensities, respectively. The infrared bands at 1329/1336 and 1238/1249 cm™ were
assigned to (v16) and (v18) respectively, within the spectral range of N-methylpyrazole, as
determined by Orza et al. (1997). Moreover, it is expected that vn—~ (019 and v20) will either be
prohibited or significantly diminished in the infrared spectrum. Consequently, when comparing
the medium band observed at 1056 cm™ with the weak infrared (IR) bands discovered at 1152 and
1081 cm, respectively, it is possible that these bands correspond to the vn.n Stretches, as
suggested by Durig et al. (1992).

The AMTDPC molecule consists of two rings, namely pyrazole and thiadiazole. These rings
enable the observation of the A' ring bending modes (v28 and v30) in the infrared (IR) spectra at
approximately 686 and 598 cm™, respectively. In contrast, the IR spectra at 419(w) cm™ and out
of ray light revealed the other two ring bending modes (v32 and v38), respectively.

Due to the expected occurrence of the out-of-plane ring bending modes (L56 and v57) below 100
cm 1, they cannot be observed experimentally. According to the computed frequencies, the CeS10
(25 cm™) and CoS10 (26 cm™) segments were found to be separated by 34 cm™. This separation
aligns with the observed infrared bands at 779 cm™ and 763 cm™, respectively. Similarly, the
infrared (IR) bands detected at 1028/1032 cm ™ and 722/733 cm ! were assigned to the C3 Sia
(b22) and Cis5 S14 (v27)) strains, respectively. The &, C—S (v35) could potentially be linked to
CCS bending, as evidenced by the presence of a poorly resolved week at 312 cm™ (estimated at
306 cm™) in the infrared spectra.

5. NMR spectral interpretations

The simulated and experimental *H and *C NMR spectra showed a remarkably high level of
agreement, as shown in Figures 1 and 2. This confirms the established structural properties of
AMTDPC's conformer 1. According to the prediction made by Chesnut and Phung in 1989, the
signal observed at 1.96 ppm is attributed to three protons belonging to the CHz group, which are
located at 2.44 ppm. This is achieved by calculating the average chemical shifts of similar
hydrogen atoms. The GIAO prediction also yields positive signals for NH2 protons. The measured
spectrum has a wide singlet peak at 8.09 ppm, which corresponds to two protons of the NH2 group.
These protons are estimated to be located at 6.06 ppm. The singlet observed at 9.26 ppm can be
attributed to the CH proton of the thiadiazole ring, which was determined to be 8.61 ppm.
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6. Barriers to internal rotation.

Figure 1C demonstrates a robust correlation between the theoretical and experimental chemical
changes, as evidenced by the high R2 value of 0.948. Moreover, the correlation between the
theoretical and experimental chemical shifts resulting from the 13C NMR GIAO prediction is
clearly demonstrated in Figure 2C, where R2 is equivalent to 0.993 (Chesnut and Phung 1989).
The signals seen at 164.43, 155.09, 153.72, and 151.8 ppm were assigned to the carbons C6, C3,
C1, and C9, respectively, as indicated in Tables 4, 5, and Figure 2. Furthermore, the observed
signalsat 113.64, 73.72, and 13.70 ppm were ascribed to the remaining three carbon atoms, namely
C12, C2, and C15. The obtained results exhibit a high level of concurrence with the computed
values depicted in Figure 2. The restricted photosystem simulations (PSS) were performed using
the optimized spin perovskites (SPs) of conformer 1, which were computed at the B3LYP/6-
31G(d) level. The critical structure for internal rotations around C is believed to be Conformer 1,
which is considered the global minimum for internal rotations around CS, CN, and CC single
bonds. After rotating the CHs, CH3S, NH2 groups, and thiadiazole ring, conformer 1's symmetry
shifts from Cs to C1, where the methyl hydrogens are no longer equal. As a result, neither the NH>
moiety nor the methyl group are longer C2V symmetry rotors.

Table 4 Theoretical and experimental *H NMR chemical shift values expressed in parts per million
(ppm) for AMTDPC.

DFT, B3PW91/6-311G(d) Experimental
Chem draw Without solvent With solvent (DMSO-ds) (DMSO-ds)
His 6.51 5.36 6.06 8.09
Hi7 6.51 5.36 6.06 8.09
Hig 2.53 1.7 1.96 244
Hig 2.53 1.7 1.96 244
Hao 2.53 1.7 1.96 244
Ha 9.00 7.56 8.61 9.26

Table 5 Theoretical and experimental 3C NMR chemical shift values expressed in parts per
million (ppm) for AMTDPC.

DFT, B3PW91/6-311G(d) Experimental
Chem draw Without solvent With solvent (CDCls) (CDCly)

Cy 159.0 139.75 142.6 153.72
C, 92 70.28 72.47 73.72
Cs 132 151.14 155.43 155.09
Cs 162.7 156.84 160.42 164.43
Cy 152.1 137.99 140.79 151.80
Cp 117.0 98.51 111.81 113.64
Cis 12.8 13.45 14.76 13.70
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6.1 CHsBarriers to internal rotation

Conformer 1 from Table 2 SPs was used to create the PSS curve shown in Figure 5, as stated
earlier. When the dihedral angle (H18C15S14C3) is rotated in 10° increments, the estimated energy
of conformer 1 in B3LYP/6-31G(d) increases until it reaches its maximum value at 60-70° (2).
The energy barrier for conformer 1 is 643 cm™. The emergence of Structure 1' occurs at around
120-130 degrees as the dihedral angle undergoes further rotation. The structure of 1’ (C1) closely
matches that of 1 (Cs), with the exception of the non-equivalence of the out-of-plane hydrogens
(H1s and Hig). A 356 cm™ barrier is located between 1° and 2. Following the complete optimization
of structure 2 and structure 1, calculations were performed to determine the energies and harmonic
vibrational frequencies. In both instances, the presence of an imaginary frequency signifies the
occurrence of transitional periods for the two structures.

The calculated values of 689 cm™ for trimethyldisilane[50], as well as the average values of 703
cm? for trans,trans-2,4-hexadiene[51], 448 cm™ for 1,1,1-trifluoro-propane-2-thione[52], and 392
cm? for 1,1,1-trifluoroacetone [49], seem to be in line with the estimated methyl barriers of 643
and 356 cm™ for AMTDPC. According to Mohamed and Abo Aly (2004), the theoretical values
of 493+21 cm, obtained from the far infrared spectrum of trans,trans-2,4-hexadiene, exhibit a
strong correlation with the experimental results of 727+3.5 cm™ (FIR) for propene[53] and 773
cm! for isobutene[54]. Therefore, the values of the methyl barrier to internal rotation, as reported
by Durig and Church (1980), Durig et al. (1989, 1977), Mohamed (2003), Mohamed and Abo Aly
(2004), and Mohamed and Farag (2005), exhibit a strong concurrence between theoretical and
experimental data.

6.2 CHsS barriers to internal rotation

In accordance with conformer 1, the CHsS group exhibited rotational movements around the C-S
bond in increments of 10, akin to the methyl moiety. The CHs group is orientated towards the C-N
moiety at (N4C3S10C11) approximately 130°, resulting in a local minimum at C1. This occurs after
a peak in energy, where the CHs moiety is nearly perpendicular to the pyrazole ring (C1
symmetry). The energy of the CHz component rises as it reaches C N at around 180°. According
to the information shown in Figure 6, the CH3sS barriers are seen to be 1170, 1330, and 3874 cm-
! indicating a preference for conformer 1 at a dihedral angle of zero degrees.
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After conducting comprehensive geometry relaxation and frequency calculations, it has been
ascertained that the C1 conformer exhibits an imaginary frequency transition state at a position of
130 degrees. Based on the results obtained, it can be concluded that conformer 1 is the only
AMTDPC conformer. Although there is no existing literature on experimental CHsS rotation
barriers, it is clear that the CHsS barriers calculated in this study are 1.5-2 times higher than the
previously described CHz barrier. This proposition is deemed rational given the comparative
dimensions of the carbon and sulfur atoms.

It is important to mention that the expected CHs barriers for ethylsilane[22], [55] and
chloroethylsilane[44] were found to be between 1071 and 1483 cm™, which aligns closely with
the experimental results of 1348 cm™ (far infrared) and 918+3.6 cm™ (MW), respectively.

6.3 Planar NH> barriers to internal rotation

Figure 7 illustrates the impact of NH2 groups on internal rotation. When the NH2 groups are
perpendicular to the plane of AMTDPC, they exhibit extreme positions. Conversely, when the
NH. groups are positioned at shallow angles to the ring, there are less energy structures. The
calculated rotational barriers for NH, are 6251 cm™. According to Badawi (2005) and Van Dyck
et al. (2018), it is important to highlight that the NH. barriers for CH,=CH-NH2, O=C=CH-NHp,
and CHs—CH>-NH, often fall within the range of 1.0-3.3 kcal/mole (350-1154 cm™). The
calculated obstacles are deemed excessively substantial to justify additional scrutiny of these
formations. Nevertheless, it is important to recognize that the existing NH2 barriers are merely
approximations due to the absence of a comprehensive optimization at the maximum sites.
However, according to the NMR observations and computational findings, it is evident that the
NH: barriers are significant, even when taking into account the double bond (=) nature of the NH>

group.
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Figure 5: The barriers to internal rotation of the CHz group in AMTDPC, obtained through a
potential surface scan using the B3PW91/6-31G(d) method.
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Figure 6: The barriers to internal rotation of the CH3S group in AMTDPC, obtained through a
potential surface scan using the B3PW91/6-31G(d) method.
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Figure 7: The barriers to internal rotation of the NH> group in AMTDPC, obtained through a
potential surface scan using the B3PW91/6-31G(d) method.

6.4 Thiadiazole ring barriers to internal rotation

A stiff potential surface scan (PSS) was conducted using the optimized SPs obtained from
B3PW91/6-31G(d) methods in order to examine the possible presence of a non-planar arrangement
of the thiadiazole ring. The present study focused on the manipulation of the dihedral angle t
(N4N5CeS10), which is known to have a significant role in the structural interconversions.
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As depicted in Figure 8, the thiadiazole ring exhibits maximum at a perpendicular orientation to
the AMTDPC plane, namely at 4958 cm™, and a lower energy structure at 4945 cm™ when the
angular separation (N4NsCeS10) is around 130°. Subsequently, as depicted in Figure 8, the energy
exhibits a steady rise until it reaches its peak magnitude, culminating in structure 5 and an energy
barrier of 7634 cm™.
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Figure 8: Barriers to internal rotations within the rings of AMTDPC, derived from a potential
surface scan utilizing the B3PW91/6-31G(d) method.
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7. Conclusion

The compound (AMTDPC, C7HeNsS2) has undergone extensive spectroscopic investigation,
resulting in significant findings about its dynamic characteristics and structural attributes. The
utilization of *H and *3C nuclear magnetic resonance (NMR) spectra, along with infrared spectra
within the 4000-200 cm™* range, has played a pivotal role in elucidating the molecular intricacies
of AMTDPC. The research of rotational isomerisms induced by internal rotation around C-N
and/or C-S bonds led to the identification of nine isomers. Quantum mechanical simulations
employing the RHF and DFT/B3PW91 techniques enhanced our comprehension, ultimately
uncovering two conformers (1-2) with energies below 1000 cm™. Based on spectrum
measurements that exhibited a high level of concurrence with the anticipated values, it may be
concluded that conformer 1 emerged as the isomer with the highest stability. Furthermore, the
chemical shifts predicted using the GIAO approach, both with and without solvent inclusion
(PCM), provided confirmation for our spectroscopic findings. By comparing our results with those
of related chemicals, we were able to provide more support and context to our conclusions. Our
NMR findings provided clarification on the dynamic nature of AMTDPC, revealing evidence of
both restricted and free NH> internal rotation around C-N bonds. A reliable vibrational assignment
was achieved for all observable fundamentals by the utilization of potential energy distributions
and study of normal coordinates. The extensive investigation on the torsional barriers to internal
rotation of CHs, CHsS, NH>, and the thiadiazole ring has significantly improved our understanding.
This research has provided crucial insights into the dynamic behavior of AMTDPC. The
combination of experimental data and quantum mechanical simulations has for a comprehensive
examination of the molecular structure, conformational dynamics, and vibrational properties of
AMTDPC. The aforementioned finding serves as a fundamental basis for subsequent inquiries in
the domains of molecular spectroscopy and structural analysis, thereby enhancing our
comprehension of associated compounds.
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protecting computer networks
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Abstract: The purpose of this article is to present a model for the cybersecurity defense of
computer networks that makes use of big data from multiple sources. The purpose of this endeavor
is to improve the overall security of computer networks by addressing the limitations of the defense
systems that are currently in place. A comprehensive analysis of the current state of network
security is carried out, with a particular emphasis placed on the difficulties that are encountered in
this field. After that, the concept of big data that comes from multiple sources is presented as a
potential solution. A definition of big data and an analysis of the multisource big data model are
presented in this article. An information system network security framework is presented that can
be found in this article. The model illustrates the connection between network operations, potential
security risks, attacks on networks, and the defense provided by security devices. For the purpose
of developing a defense system measurement and optimization system, the network security
system measurement and optimization scheme is utilized. Real-world scenarios are skillfully
incorporated into the application analysis that is being conducted for the project. The purpose of
this article is to demonstrate the usefulness and efficiency of the proposed network security defense
system evaluation and optimization scheme. This is accomplished by evaluating and enhancing
the security defense system through the utilization of conventional methods.

Keywords: Big data, Multiple Sources, Computer Network Security, Cyberattacks, Network
Protection.
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1. Introduction

Recently, there has been a significant increase in the progress of emerging technologies such as
blockchain (Zhou, Z. 2022), the Internet of Things (l1oT), cloud computing resources (Zarei S.M.,
2021), and big data. The integration of computer networks as the underlying framework for
information construction has had a significant influence on both economic progress and human
ways of life (Prvan, M, 2020).

The number of connected devices and generated content are growing rapidly on the internet. While
networks offer various conveniences, the possibility of attacks can give rise to security
apprehensions (Nour, B, 2021). The complete utilization of multi-source and large data resources
can be achieved through the mining of explorer travel rules and the acquisition of trip information
through big data advancement (A. Ju, 2020). Additionally, monstrous learning benefits from the
consistent absorption of vast quantities of test data and the separation of sporadic, unsteady, and
exceptionally dubious data ascribes. Additionally, it can provide state-of-the-art development and
advancement to address the accuracy of explorer stream assumption in various environments in
metropolitan rail travel voyager stream assumption data support. While considering the impact of
social and monetary components, temporary and spatial factors, and various emergencies on
explorer stream changes, these variables can be considered continuously and exhaustively (Bhat,
2021).

In the contemporary mechanical and associated world, it is imperative to protect computer
networks from a variety of cyber threats. A significant instrument for reinforcing these networks
has emerged as a result of the remarkable development of data generated from a variety of sources:
big data. The utilization of various big data sources, which are areas of strength, can be employed
to establish a comprehensive strategy for safeguarding computer networks from emerging cyber
threats (C. Zhou, 2021). Network traffic is a significant source of big data. The identification of
unusual behaviors that are indicative of potential hazards can be facilitated by the examination of
significant surges in network sections, which can be used to establish standard examples of
conduct.

Additionally, network device, server, and application logs provide valuable insights into
organizational practices by facilitating the identification of unauthorized access attempts and
questionable behavior (D. Wang, 2020). In essence, organizations have the ability to implement a
variety of strategies to protect computer networks by leveraging a limited number of large data
sources. By integrating network traffic analysis, structure logs, threat knowledge, and 10T data,
this approach establishes a comprehensive security system.

This concept aids organizations in maintaining a competitive edge over cyber adversaries and
safeguarding their critical high-level assets by means of continuous monitoring, analysis, and
proactive risk mitigation (Fadhil, 2021).
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2. Literature review

The network produces a daily volume of 2.5 exabytes of data, which is substantial, diverse, and
generated quickly (R. Vinayakumar, 2017). As big data is collected and analyzed more efficiently,
the significant value that is concealed within the data is gradually being uncovered. Network
operators can optimize network performance and enhance network revenue by leveraging big data
(H. Sun, 2021). The article by Gupta (2020) provides a meticulous logical categorization and risk
assessment for artificial intelligence models used in secure data analysis. The paper resolves the
central inquiry of guaranteeing data security and protection in the period of artificial intelligence
driven examination. The creators order the different man-made intelligence models utilized in data
examination through a careful survey of past writing, and afterward recommend a risk model to
recognize possible weaknesses. The review gives significant experiences to specialists and experts
to foster solid security apparatuses for data examination structures via cautiously arranging
simulated intelligence models and related gambles.

This paper conducts a deliberate examination that focuses on the intersection of 10T advancements
and big data in clever settings (Hajjaji, 2021). In particular, the review examines the intersection
of 10T applications and big data analysis, particularly in relation to smart metropolitan regions,
medical care, transportation, and energy for Presidents. The creators provide pieces of information
regarding the current state of craftsmanship, challenges, and future prospects in this thriving region
by combining findings from a variety of investigations. The deliberate review showcases the
diverse applications of big data and 10T advancements, ranging from continuous observation and
vision investigation to custom-made services and resource enhancement. In addition, the review
emphasizes the necessity of addressing critical issues such as data security, adaptability, and
interoperability in order to gain a comprehensive understanding of the potential impact of big data
and 10T on the development of sharp ecosystems.

Data fusion brought a fresh approach for the identification of heterogeneous intrusions (Jeyepalan
and Kirubakaran, 2019). (Essid and Jemili, 2016) proposed using Hadoop and MapReduce the
integration of two heterogeneous data sources. Combining intrusion detection datasets—including
the NSL-KDD, Mawilab, and DARPA'99 datasets—Ben Fekih and Jemili, 2018 put forth a method
They built and assessed the detection model using the Naive Bayes algorithm. In order to suggest
an approach for the discovery of temporal patterns, (Radhakrishna V et al., 2019) presented the
idea of data fusion in respect to the temporal pattern tree. Every timeslot generates a tree; the trees
acquired for one timeslot are combined or fused to produce the total tree for the whole dataset.
Effective and proactive pruning of elements during the pattern mining process depends much on
the idea of tree-based data fusion. By means of principal component analysis (PCA), (Om Prakash
Singh et al., 2022) sought the suitable coefficients for data fusion. Look at how computational
information approaches are utilized in numerous spaces for big data examination (Igbal, 2020).
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The review gives a complete outline of a few computational experiences, like brain networks,
hereditary calculations, fluffy rationale, and multiverse information, among others. The creators
outline the adequacy of these strategies in tending to perplexing difficulties related with large data
examination, for example, data pre-taking care of, feature determination, and model affirmation,
through relevant investigations and true applications.

The study by J. Hu (2021) provides a methodology for predicting problems associated with vehicle
travel by utilizing data from various sources. The survey focuses on accurately predicting protests
by utilizing various data inputs, such as GPS data, traffic patterns, and real-time travel information.
The recommended approach aims to enhance the accuracy of genuine assumption by integrating
diverse data sources and implementing artificial intelligence techniques. This has significant
implications for efficient urban driving, navigation systems, and transportation planning. This
examination aims to enhance intelligent transportation systems by limiting the capacity of multi-
source data analysis for advanced research.

The study conducted by Khang and colleagues in 2024 Examine the potential applications of big
data in resolving challenges within the pharmaceutical industry (Khang, 2024). Utilizing a vast
amount of patient data, clinical records, and genetic information, big data research enables medical
professionals to identify significant new discoveries, customize treatments, and focus on long-term
outcomes. This segment showcases the profound impact of big data on shaping the future of
medicine and introduces several applications, such as drug discovery, precision medicine, and
predictive market analysis. This examination contributes to the growing body of literature on the
application of data-driven approaches to enhance clinical development and healthcare practices.

Wang et al. (2020) propose a pre-impact fall area framework for a CNN enterprise that incorporates
multiple sources (L. Wang, 2020). The survey addresses the primary requirement for accurate fall
detection, particularly in vulnerable populations such as the elderly. The proposed framework
achieves precise and robust fall detection prior to impact by integrating data from multiple sensors,
such as depth cameras, gyroscopes, and accelerometers.

The dress showcase strategy by Tehrany et al. (2019) predicts tropical woodland fire weakness
spatially. Forest fires pose significant financial and environmental risks in tropical regions, so the
audit addresses the growing need for precise assessment. With the Logit Lift computer-based
intelligence classifier and many geospatial data sources, the designers created an impressive
prescient model that can identify forest fire-prone areas. The study improves proactive fire fighting
and early warning systems, reducing the harm caused by wildfires. Sanden and Neideck (2021)
examine how connected data resources can improve multi-source public region tirelessness. The
survey uses public data sources to create complete, connected data resources for evidence-based
policymaking, program assessment, and organization delivery. The examination promotes data
executive techniques and government organization cooperation to make data an incentive for
social benefit.
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The cybersecurity improvements at specific southwest Nigerian schools are examined by
Oluwafunmilayo (2019). The review evaluates academic institutions' cybersecurity measures to
protect sensitive data and cyber threats. The findings highlight the importance of cybersecurity
availability and protecting stakes in strong security measures to reduce cyber risks. Analyse large
data using data science and computerized reasoning (Pramanik, 2023). This section describes big
data research's challenges and opportunities. The authors explain big data analysis's origins and
potential for independent direction, progress, and social change by examining various keen
strategies, instruments, and application spaces. The examination improves big data strategy
understanding and multidisciplinary collaborative efforts to maximize big data's potential in many
areas.

An proposed method for intrusion detection focuses on combining data from different sources, like
user behavior, system logs, and network traffic (Anjum, N. et al., 2021). This method is specifically
made to make intrusion detection more accurate. Aleroud and Karabatis (2017) suggested a
context-aware data fusion method that makes intrusion detection more accurate by taking into
account things like the time and location of the intrusion.

3. Design of a multisource big data based computer network security defence
system

3.1.Building Multisource Big Data Models

Providing clients with information regarding data plan and various perspectives through a unified
perspective is the primary objective of the multisource big data organizing stage. Consequently,
the data availability process is further developed by enhancing the data organizing cycle's instinct.
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Information regarding the development of data sources and target views must be accumulated in
order to achieve the objective of disseminating a unified perspective. It is also necessary to
provide a modifying page that allows clients to select specific sections of the data availability
cycle and modify the credit allocations in the data organizing process by adjusting the
association point. Finally, to satisfy the justification for managing the versatility of the data
organization process, a data organization process for multisource big data must be established, as
well as process record move and age capabilities provided. The cycle should be developed and
demonstrated after the framework is established, and it is typically employed to finalize the
client-depicted strategy. Each step toward the client-represented data game plan process should
be executed with adaptability and efficiency (Q. Guo, 2020). It is imperative to enhance the
estimation and strategy for addressing missing data. The bit by bit advantageous assessment
system approach is illustrated in Figure 1.

Figure 2 shows the multisource big data flowchart. Extra-assembled analysis of multisource
security events generates anomaly alerts using security semantics. Though assault examinations
can be fooled, anomaly alerts provide only low-level security. Relationship analysis will link these
spots to a more serious attack scenario using semantic security data from firewalls, antivirus
software, and intrusion detection systems (Ragazou, 2023).
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Figure 2: Big data flowchart with multiple sources.

3.2.System Model Design is Defined by Computer Network Security

The goal of the quantitative evaluation of defense systems during the arrangement stage is to help
security staff figure out if security threats are built into the system and, if so, which threats the
system is meant to protect against. It also wants to find any holes in the defense system or threats
that the system might not be able to stop well enough (S. S. Harsha, 2019).
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(1) Figure out the possible security risks and set up a framework for the evaluation subject's
network security. There is a suggested network security model for the information system that
shows the network topology of the information infrastructure.

Not all of the device hubs that the information structure goes through are completely safe, which
makes it less safe (Tao, 2020).

(2) The degree of risk associated with security threats is used to assess the system's evolutionary
stage. Various research procedures are employed to assess the severity of a security risk.
Information systems may be vulnerable to upcoming challenges, such as security risks. When
information systems are threatened by attacks, security personnel counteract these threats by
deploying security devices to neutralize or eliminate them (Ullah, 2023). This suggests that the
degree of probability that the information system assesses can be employed as a quantitative
indicator to measure the protective capability of the shield structure. This article examines the
dynamic relationship between the type of danger and the actual level of risk. It utilizes various
reviewed studies to assess the level of risk associated with a specific situation. Aggressors interpret
dangers as clear attacks and achieve their goals by employing hostile behaviors to deliver threats
to their intended targets. Risks associated with security encompass data leakage, data aggregation,
data manipulation, and lack of managerial accessibility. Specific hazards present distinct security
opportunities and vary in the level of risk they pose to a security threat T at a device hub within a
data infrastructure (Vasa, 2023). Using SDNA design, a hypervisor is put between each network
hub. This gives each hub a unique look while still being essential for the computer's OS, different
applications, and end consumers.

Vn—1
Zizltw(n —D = )

(3) Utilize the network security model to decide how to safeguard the information structure's
security gadgets against dangers to the gadget centers. There is a security risk since it is normal
that the contraption center point is gadget 1. T, devicel's network danger is addrl, the assailant's
network address is addr2, and the security gadget's defensive impact is contraption against the
danger in the shield system. DTj (dj1, dj2,... djn), dji with ti adjusted correspondence, addresses
T. Clients will work with computer information systems for a lot of time consistently (Wu, 2020).
Bosses frequently start with a model setup of the security of the computer system, which
safeguards the computer information structure:

n
S = Z(T,— + tW,—_l) - TWT (2)
i=1

(4) Decide if the watchman design is suitable for general protection. Considering that the
information structure has m resources, the resources' genuine monetary worth is utilized to decide
their significance (X. Chen, 2019).
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for deciding the protection effect of the all-out information structure is acquired:

m

j=1 i=1

The data sources can be recognized, recognized, and dealt with fittingly by the security protect
engineering in view of the aftereffects of data coordinating.

Figure 3 shows the security defend system's design. The planning module, the disclosure module,
the actually take a look at module, and the database storing system make up the shield part. The
structure will initially gather a large measure of data (T1, T2, TN, and so forth) in the planning
module. It will then pre-process the data, store the pre-dealt with data in the readiness set database,

set up the pre-taken care of planning set utilizing the mind net, and store the got features the
component library (Zhang, 2021).
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Figure 3: The security defense system's design.

At last, two situational points of view are analyzed in line with their reasonable relevance. The
first is RE, the general reaction impact of the protection system against the hazards that gadget 1
poses in the resources; rel 0 shows that gadget 1 is covered by the defend range of the protection
structure. All security devices cannot differentiate the danger presented by attacks; hence, none of
the security devices covered by the defense system (gadget 1) can prevent attacks linked with
hazards; moreover, none of the security gadgets covered by the protect structure (gadget 3) can
prevent attacks linked with hazards. Therefore, assuming each of the four credits of gadget 1 are
available, no security element can protect against the risk presented by re4 0.
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The next one is Bij, Bij, the reaction system of the security devices to protect the resources against
the risk gadget 1. Though every value device 1 has a similar significance as the others, Bij, or the
actual response to hazards that every remarkable security gadget generates, really counts (Z.
Xiong, 2021).

3.3 Potential Situations anomaly notifications using security semantics

Anomaly correction for data quality is essential for improving datasets' accuracy, reliability, and
usability across all domains and use cases. We will highlight the most important areas where our
framework can improve data quality in the sections that follow.

Personal details: The accuracy of sensitive data can be compromised due to human error,
incomplete or missing data, inconsistent data formats or types, misspellings, and other human
error-related issues. There is hope that the proposed framework can improve data quality.
Customer profiling, targeted marketing, and personalized services are all at risk when data is
inaccurate or unreliable due to quality anomalies. Some methods for dealing with these problems
include finding correlated features, choosing comparable records, and filling in missing values,
fixing inconsistencies, and fixing data entry mistakes with machine learning models like XGBoost.
Think about a scenario where the date of birth field has some blanks. To improve the data quality
and make accurate predictions of date of birth values, the framework can use correlated features
like name, address, and age. (Elouataoui Widad, 2023).

Cybersecurity : When it comes to cybersecurity, data quality correction is absolutely crucial. In
order to effectively detect threats, respond to incidents, and manage risks, trustworthy
cybersecurity data is essential. Our dependence on digital systems and the ever-changing threat
landscape make this a top priority (Gahi, Y., 2019). When it comes to cybersecurity, poor data
quality can be caused by things like missing or incomplete log entries, incorrect timestamps,
inconsistent data formats, and intrusion detection systems that produce false positives or false
negatives. The cybersecurity dataset data quality could be improved by the framework.

Healthcare: Inaccurate patient records, inconsistent or missing diagnoses, and treatment
discrepancies are some causes of poor data quality in healthcare information systems. The
reliability of medical research, decisions, and patient care can all be severely compromised by
these anomalies. These problems can be handled by the framework by selecting related features
like patient IDs, medical diagnoses, and treatment histories.

Trasportation: Anomalies in data quality can occur in transportation networks due to things like
incorrect vehicle identification numbers, missing route information, inconsistent timestamps, and
inaccurate location data. Errors can make it harder to find the best route, predict delays, and control
traffic.
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These problems can be handled by the framework by picking out related features like location
coordinates, timestamps, and vehicle attributes.
Banking : In the banking industry, inconsistent transaction records, erroneous customer
information, missing account details, and inconsistencies in financial statements can all result from
poor data quality. Problems with noncompliance, ill-informed decisions, and financial losses can
all stem from aberrations. To solve these problems, the framework can identify and examine
interrelated client identifiers, account details, and transaction types. By using anomaly detection
and filling in missing or inconsistent data, the framework can validate financial datasets, fix
transaction errors, and reconcile account information. Financial institutions, transportation
companies, healthcare providers, online retailers, and personal information managers can all
benefit from the data quality anomaly correction framework.

4. Results analysis
4.1 Examination Analysis of a comprehensive data model using multiple sources

The system optimizes and expands standard processes to address issues in multisource significant
data unification, taking into account the data preparation requirements of multisource analysis and
centralization management. The solution pertains to the establishment of the view, the definition
of data preparation process components, and their organization. Computer networks provide
convenience and enhanced office efficiency; however, they also present security risks, including
software vulnerabilities, hacker attacks, malicious codes, and protocol vulnerabilities. These
threats have the potential to inflict varying degrees of damage on computers.

The multisource human data platform's data preparation results are saved and supported for
analysis and centralized management tasks. Enabling unified big data management from access to
output and displays, the e-platform integrates human data access, editing process management,
and execution. Data is saved as part of the data preparation process to facilitate subsequent tasks
and increase flexibility in multisource big data. The attacker is presented with a significant obstacle
by the weakest attack link, as they are required to generate events at various stages of the attack
chain in order to accomplish their goal.

However, attack independence implies that there is little chance of attack chain related events
happening in the absence of an attack. Thus, it follows that the coincidence of multiple events in
an attack chain is implied. On the other hand, analysts can reconstruct the attack scenario by using
the association between these events. This article also focuses on using different source events for
association analysis. The analysis presented suggests that studies concentrating on network attack
chains have a clear advantage when it comes to characterizing attack scenarios and improving
comprehension. Furthermore, it is possible to recognize crucial phases in the attack
implementation process and quickly intercept them during defense by using forwarding mapping
and reverse reasoning of attack chains.
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The analysis and detection of Advanced Persistent Threats (APTs) frequently lag behind the actual
attack due to the slowness of defense mechanisms. The dynamic security model suggests that there
may be a longer lag between the time an attack is discovered and successfully carried out. Et-Dt +
Rt-Pt > 0. is the equation. Only when Pt is greater than Dt + Rt can the system be guaranteed to be
secure.

The MCKC network attack chain model can be used to decrease the time it takes to detect an
attack, thereby increasing system security. The relationship's description cannot exist without the
keyword. The variable n(t, R) indicates how frequently it occurs in R. The following is the equation
to calculate P(t|fees). To create a single, cohesive viewpoint, information about the target views'
and data sources' structures must be gathered.

The flexibility of the data preparation process should be increased by including an editing page
that is easy to use. On this page, users will be able to choose which components of the data
preparation process to edit and change the properties of those components. In addition, functions
for uploading and generating process files should be included in a data preparation process that
can handle multiple big data sources.

The MCKC model improves on earlier techniques in most metrics. The lightweight model retains
a recursive structure to faithfully represent the lateral movement within the internal network while
condensing the attack process into five stages. Because the bidirectional analysis method supports
both cyclic iterative analysis and metadata analysis, it is more akin to human analytical cognition.

One advantage of the proposed MCKC model is that it can help analysts who analyze and
comprehend complex attack events in large enterprise networks by reducing their cognitive load.
This is achieved by applying a reasoning process that is similar to that of a human analyst and
merging data from multiple sources. In order to address the scalability issue during the analysis
process, this approach also makes it easier to integrate additional attack processes and creative
probes into traditional network environments (Zhou, Z, 2022). Nevertheless, a crucial aspect of
APT attack research is quantitative analysis, which the MCKC model lacks. Attack operations
need to use tactics that make their actions difficult for defenders to detect.

4.2 Solution Implementation is Defined by Computer Network Security

Many methods, including encryption, authentication, identification, and access control, are
included in security defense systems. Management is the methodical application of particular
security resources to achieve a specific goal.
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A security defense system’'s management involves a variety of activities, including risk
assessment, planning, the acquisition of systems and services, authentication, maintenance, and
the establishment of policies, standards, and procedures. The information assurance program is
significantly influenced by the contributions of individuals, and security defense systems
encompass both personnel security and security personnel.

Individuals must possess a high level of security consciousness, knowledge, and proficiency in
safety protocols in order to properly design, implement, and supervise security measures.
Computer administrators frequently perpetrate specific attacks that originate within the
organization. Consequently, it is imperative to possess a comprehensive comprehension of security
defense systems. The computer information systems will be frequently used and the users will
engage in prolonged operation. In computer systems, administrators typically commence with a
model configuration of the system's security, which offers a specific level of protection for the
computer information system. Nevertheless, the computer system is unable to accurately identify
and prevent malicious attacks, spamming, SQL injection, and improper user operations.

The administration of the system is significantly impeded by these malevolent operations. Based
on four critical factors: spamming, SQL injection, user behavior analysis, and access address, we
offer a thorough evaluation and analysis. Figure 4 illustrates the degree of user accuracy variability.

Comparative tests were used to assess the impact of the number of iterations on the training set's
accuracy, the validation set's accuracy difference, the training set's loss function value change, and
the validation set's loss function value change. Additionally, each dataset's various classifications'
accuracy, recall, and f1-score were assessed and examined. The experiments compare and assess
the conventional approaches to classification: multilayer perceptrons, recurrent neural networks,
and basic Bayesian techniques.
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Figure 4: User behaviour accuracy.

Comparative tests were conducted on the exploratory data to adjust the precision of the preparation
set in relation to the number of emphasis, the exactness of the approval set in relation to the number
of cycles, the worth of misfortune capability of the preparation set in relation to the number of
cycles, and the worth of misfortune capability of the approval set in relation to the number of
cycles. A correlation of the security defense framework examination findings is illustrated in
Figure 5.
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Table 1: Security defense system results in the comparison analysis.

Business Continuity (BC), Access Control (AC), Common Criteria (CC), Corporate Governance (CG)

BC/AC CC/BC CcG/CC
User behavior 30% 59% 15%
SQL Injection 44% 32% 27%
Spam 55% 31% 17%
Access Address 14% 31% 58%
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Figure 5: Security defence system findings in the comparative analysis.

A comprehensive overview of the virtual machine preliminary stage of the cautious structure’s
improvement is provided. The virtual machine's configuration and the associated writing computer
programs are thoroughly examined to determine the anticipated reasonable environment for the
preliminary stages of the distinctive protective system. The unique defense framework's strength
and reasonableness were evaluated in a LAN environment that had been developed. The trial
results revealed that the network hosts of one or two types of assigned exercises that were protected
by the unique defense framework were generally able to transmit without feeling immediately alert
and with minimal impact on the underlying network structure's performance. When an aggressor
examines the network protected by the distinctive defense design and endeavors to determine its
geographic location, they are unable to view the actual IP address information of the LAN. In fact,
the extraordinary defense framework can thwart the aggressor's sifting checks, thereby increasing
the attack cost
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5. Conclusion and future scope

Quantitative evaluation research and cybersecurity are the topics that are discussed in this article.
Following this, the current state of research in the areas of cybersecurity modeling and quantitative
assessment is revealed. Lastly, it evaluates the degree to which there are gaps in the research.
Comprehensive findings have been obtained through the application of optimization techniques,
the measurement of network security defense systems, and the modeling of information system
network security. These findings are supported by the fact that the proposed solutions have been
demonstrated to be effective in practice. A rule-based algorithm that systematically investigates
security device deployment configurations and enables configuration modification is proposed in
this article. The goal of the algorithm is to improve and optimize network security defense systems.
For the purpose of determining the significance of security devices and differentiated optimization,
this foundation is utilized. For the purpose of determining the most effective approach to putting
in place a network security defense system, an optimization solution is developed. The
implementation of a measurement scheme is a solution to the problem of redundant stacking of
security device functions as well as inefficient deployment. For the purpose of developing an
effective defense system measurement and optimization system, the proposed network security
defense system measurement and optimization scheme is utilized. The system is comprised of
modules that are responsible for data entry, defense system evaluation, traversal of deployment
methods, and optimization. Defense system evaluation and optimization are both within the realm
of possibility. The proposed method for measuring and optimizing the network security defense
system in applications that are actual in the real world. The effectiveness of the network security
defense system scheme that is described in this article has been demonstrated through the results
of optimization and measurement.

When it comes to our future work, one of the most important components will be the enhancement
of the framework for anomaly correction. In order to meet the ever-increasing demand for real-
time data processing, the framework will be modified to include real-time monitoring of the quality
of the data. This includes the investigation of methods for correcting anomalies and monitoring
the quality of data in real time.
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Abstract: The polyhydroxamic acid PHA performed better when used as a simulation mode for the
single-step separation of & Y from Rb. While Polyacrylamide (PAAmM) was modified with
hydroxylamine to create (PHA) resin. Acrylamide monomers were polymerized using a y- ray
method to create polyacrylamide. PHA was utilized for the way to simulate obtaining 86 87 and 88y
from RD. In relationship to pH, the yttrium and rubidium adsorption behaviors on the produced PHA
under various environments, including, acetate and citrate buffer solutions as well as HCI, have been
investigated. In the present investigation, we found that Y (I11) and Rb(I) were separated using PAH
resin at pH 5.5, where Rb passed through the column while Y was retained. Y was totally eluted
using 2 M HCI.
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1. Introduction

The labeled molecules with the indexes of 89879889y jsotopes have been used in medical
diagnostics procedure, tumor therapy, biological tracers or detector calibration. The
extraction of radioactive substances from their surrounding substrate constitutes one of the
fundamental activities performed in radiochemical labs. B* emitters radionuclides with medicinal
applications were created (Qaim, 2011) . B* emitters, Y (T12 = 14.7 h), have been made in one
of two ways: either by irradiating strontium with proton or by irradiating rubidium (Vértes et al.,
2003) with *He(Abdollah Khorshidi, 2023). For the radiochemical separation of yttrium from
rubidium in earlier study, solvent extraction and ion-exchange chromatography were utilized.
(Agarwal et al., 2003; Garmestani et al., 2002; Mitra, A. et al., 2021; S. Kandil et al., 2009; S. A.
Kandil et al., 2007; Kettern et al., 2002; Pal et al., 2006; Abdollah Khorshidi, 2023) .For the
purpose of this work, PAAmM was modified to generate (PHA) resin, which was then employed as
an emulator approach to separate 28729488 from jts parent Rb.

Since more than 40 years ago, hydroxamic acid (HA) groups were discovered in chelating ion-
exchange resins, and numerous analytical uses for these polymers have been researched.
Numerous heavy metal ions derivatives and the HA groups are known to produce stable chelates.
(Cao et al., 2020; Hosseini, 2011; Johann et al., 2019; Li & Yamamoto, 2013; Mzinyane et al.,
2021; Singha & Pal, 2020). HA, with the general formula R-CO-NHOH, is regarded as the
compounds that result from the hydrogen that is bonded to nitrogen in the HA molecules.

By polymerizing poly(ethylacrylate-divinylbenzene) and then reacting with NH.OH, (PHA) resins
were created (Lee & Hong, 1994). Using copoly(acrylamide-divinylbenzene) and NH>OH
hydrochloride under the influence of KOH, as well as acrylhydroxamic acid and divinylbenzene
and free radical solution polymerization, (PHA) chelating ion-exchange resins were created. For
the sorption of the ions Fe*, Cu?*, Co?*, and Pb?*, the generated resins were applied ( Khodadadi,
R. et al., 1995). By reacting ethylacrylate/acrilonitrile/divinylbenzene copolymer with NH.OH
under the influence of sodium exthoxylate, Using amidoxime and hydroxamic groups, a novel ion-
exchanger was developed (Lee et al., 2001).

Ethylacrylate and divinylbenzene have been utilized to create (PHA) resin Cu?* and Fe®* metal
ions were complexed with the ready resins. A coordination complex was created by the ligand
between a metal ion and an oxygen atom from a carbonyl group (Neagu et al., 2003). Through
modification of (PAAm), which was originally produced by employing y rays as an initiator to
polymerize acrylamide monomers, The PHA has been created. NH>OH is used to treat (PAAmM)
and change the amide group into a hydroxamic group. Y** and Sr?* were isolated from Zr®* using
(PHA) resin (Hassan et al., 2011). Sago starch that had been modified with poly(methylacrylate)
was utilized to create a new polymer with HA functional group using hydroxylamine in an alkaline
solution (Lutfor et al., 2001)
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2. Experimental

2.1. Reagents and chemicals.

Acrylamide was purchased from Merck for this investigation (Darmstadt, Germany). The
crosslinking agent employed was N,N-methylene-bis-acrylamide (NMBA), which was purchased
from Sigma-Aldrich (St. Loius, MO, USA). To change the pH of the medium, sodium hydroxide
and hydrochloric acid were purchased from Merck, hydroxylamine hydrochloride from Fluka
(Buchs, Switzerland). Y203 99.97% from Cambridge, England's Koch-Light Laboratories Ltd;
RbCI 98% (from Aldrich).

2.2. Instrumentation.

With the aid of the ULTIMAZ ICP instrument from Jobin Yvon S. A., France, the composition
of the separated material was examined using inductively coupled plasma optical emission
spectrometry (ICP-OES).

2.3. Gamma Cell

The irradiation source was a ®°Co gamma cell of the Russian type MC-20, with a dosage rate of 2
kGy hi, it contains two 5-liter chambers.

2.4. FT-IR Analysis.

The FT-IR spectrometer (Bomen, Hartman & Borunz spectrometer, Model MB 157) was used to
collect the infrared spectra of polymer samples that contained KBr pellets.

2.5. SEM

The morphology of the resin was determined by scanning electron microscopy (SEM) (Mira3,
Tescan, Brno, Czech Republic).

2.6. Preparation of (PHA).

When acrylamide monomers in an aqueous solution are polymerized by radiation, NMBA is used
as an agent to crosslink the monomers, resulting in crosslinked polyacrylamide (PAAm) (Park et
al., 2004).A solution of 10 g acrylamide and 1 g NMBA was prepared using 100 cc of distilled
water.After putting the mixture into glass ampoules, air was removed from the ampoules using
nitrogen gas. Before being exposed to ®°Co radiation at a dosage rate of 2 kGy h*, the ampoules
were sealed. The fragmented irradiation crosslinked polymers were then cleaned with acetone and
water to remove any lingering monomers, dried, and stored. The conversion percentage, which
was calculated by gravimetric analysis and was found to be roughly 90%, was determined.
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PHA in hydrogen form was created by adding a determined amount of sodium hydroxide and
hydroxylamine hydrochloride solutions to a slurry of dry crosslinked PAAm (Siyam, 2001). After
that, the mixture was agitated at room temperature for five minutes. After six hours at 70 °C, the
response was maintained. H" was released as a byproduct of the process. Following a thorough
wet, the generated (PHA) was filtered out of the combination. Next, for a minimum of five minutes,
the resin was immersed in a 3 M HCI solution. The resin underwent filtration and many water
washes to remove any remaining chlorine, and it was then dried at 50 °C until its weight remained
consistent.

2.7. Experiment in batches.

The distribution coefficient must be determined to distinguish between Y and Rb. A stock solution
of 5000 mg/L Y and Rb was prepared. The mixture was heated up until almost dry, and the
remaining material was dissolved in 100 cc of double-distilled water.

50 mg of sorbent and 100 ul of stock solution were combined. Then, 4.9 ml of various HCI
concentrations or an alternate medium, like 0.1 M citrate buffer or 0.1 M acetate buffer at various
pH were supplied in 100mm x 15 mm ampoule. The ingredients were stirred to reach equilibrium
for two hours. Using the following equation, the distribution coefficient (Kq) was determined
(Saraydin et al., 2001) .

C ads v
Kd = _—mm X
C unads

where v is the volume of the aqueous phase in milliliters, m is the amount of the resin in grams,
Caas is the concentration that has been sorbed on the resin, and Cunads IS the concentration that is
still in solution.

To measure the quantities of yttrium and rubidium in each batch experiment, ICP-OES will be
used.

2.8. Cation-Exchange Column Chromatography.

This work involved a thorough investigation of the separation of Y from Rb utilizing PHA resin
and 2 M HCI. A100 ml solution containing 100 ppm of Y and Rb dissolved in acetate buffer pH
5.5 was loaded onto a 22 cm long x 1.5 cm diameter column packed with PAH at a depth of 2 cm.
Quartz wool was positioned at the top exchanger to prevent the adsorbent particles from being
disturbed during solution addition and to regulate the flow of solutions through the column. A 1
ml stock sample was retained as a control. During this phase, load samples were collected to look
for breakthrough. The load samples' ICP analysis confirmed that there was no Y column breakout.
A further 50 cc of acetate buffer pH 5.5 was used to wash the column.
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The resin was completely adsorbed by yttrium whereas rubidium passed through the column. To
elute Y, 135 ml of 2 M HCI were used. Nine samples, totaling approximately 15 milliliters, were
gathered and put through an ICP analysis. Below are the specifics of the separating process.

3. Results and Discussion

3.1. The Resin’s preparation.

PHA resin is created when sodium hydroxide and hydroxylamine hydrochloride combine with
comparable crosslinked PAAm (Siyam 2001). The sodium form of PHA and hydrogen are

produced in a hypothetical reaction between PAAmM, sodium hydroxide, and hydroxylamine
hydrochloride, as schematically shown in Scheme 1.

VaVaVaVoRVAVAVAV .
vy NH,OHLHCI ‘ NV VNV VW
——> HO—N—C CNH—OH ——> H
CONH, CONH, pH>12 | I NaO—N—C CNH—ONa
Temp. =70 o o
PAAm Hydrogen form of PHA Sodium form of PHA

Sch. (1): Preparation of PHA from PAAmM.
3.2. Analysis using FT-IR.

The polyacrylamide (PAAm), polyhydroxamic acid (PHA), and metal-loaded PHA samples'
infrared spectra are displayed in Figure 1. The crosslinked PAAm's infrared spectra exhibits
absorption bands for carbonyl groups, amide (N-H), and CH> stretching at 3401, 2998, and 1649
cm, respectively. PHA resin exhibited discrete absorption bands at 3200, 3444, 1670, and 930
cm?, corresponding to hydroxamic (O-H), amide (N-H), carbonyl, and (N-O) groups. The
absorption band at 2862 cm™ is connected to the C=N group in hydroxamic acid's enol form. By
comparing the spectra of the PHA sample and the metal ion loaded PHA sample, it is possible to
see that the N-O band shifts in the metal ion loaded sample from 930 to 775 cm™ as a result of the
interaction of homologous groups with metal ions.

The N-O group of the sorbent exhibits lower stretching frequency due to the stronger M-O bond,
which is indicative of a significant interaction between metal ions and the N-O group. The O-M-
O stretching vibrations' additional peaks, which are visible at a wavelength of about 700 cm-1, can
also be identified. In Scheme 2, it is depicted how metal ions might interact with PHA polymers
(Tompkins & Mayer, 1947)
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Fig. (1) : FTIR spectra of a) The polyacrylamide (PAAm), b) polyhydroxamic acid (PHA), and
c) metal-loaded PHA

3.3. SEM
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SEM analysis is a productive way to view morphology. Figure 2 shows the morphologies of the
poly (hydroxamic acid) both before and after yttrium Y (I11) ions were adsorbed. The presence of
coarse pore structures and surface on the resin could have had a role in the adsorption of metal
ions. The morphological surfaces changed after adsorption. The resin's porosity and structure
altered, and its surface developed a metallic sheen. We reach the conclusion that yttrium Y(l1)
ions adsorbed on the resin's surface. The outcomes showed that the resin's porous structure is
primarily mesoporous.

SEM MAG: 50.0 kx WD: 15.48 mm |

SEM HV: 20.0 kV SM: RESOLUTION  1pm

SEM MAG: 50.0 kx WD: 14.93 mm | MIRA3 TESCAN

SEM HV: 20.0 kV SM: RESOLUTION  1um

Fig. (2): SEM images of the resin before (a) and after (b) adsorption.

3.4 Behaviors of Y and Rb Adsorption on Cation Exchangers.

Specifically HCI, acetate buffer, and citrate buffer were used to study the yttrium and rubidium
adsorption behaviours on the synthetic PHA resin. However, batch mode research has examined
the effects of equilibration time based on Y and Rb uptake, finding that equilibrium was attained
after two hours of shake.

3.4.1. Hydrochloric Acid.

The effect of pH solution is a significant factor that affects the adsorbent's ability to bind metal
ions (Yang, K.Y, et al.2020]. Figure 3 illustrates how pH affects resin adsorption for Y (I11). Since
yttrium tends to hydrolyze above pH 6, higher pH ranges were avoided for study.

The Kg-values of Rb and Y increased from 10-5 to 10-3 mol/L , and then they decreases as acidity
increased to 0.1 mol/L as a result of a change in PHA resin charge. This can be explained as
follows: as pH increases, amide, carboxylic, and amidoxime groups dissociate more readily,
creating more binding sites for the adsorption of metal ions. Low levels of metal ion adsorption
were observed under more acidic concentration, or low pH values of roughly 2.0-3.0. This is
explained by the competition between metal ions and H+ ions for the active sites. The surface layer
of the adsorbent surface may shrink as a result of hydrogen bonds forming between its active sites.
This surface layer acts as a barrier slowing down the adsorption of metal ions.
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Fig. (3) : Y(II) and Rb(1) distribution coefficients on PHA resin as a function of HCI
concentration, with a 2-hour shaking period.
3.4.2. 0.1M Acetate Buffer.

Figure (4) depicts the Kd-values of Rb and Y in 0.1 mol/L acetate buffer over the pH range of 3 to
5.5. As the pH value rises, the Kd-values of Y gradually rise as well. The Kd-values for Rb remain
unchanged. Additionally, it has been found that Y is more adsorbable than Rb.

10000
] —a— Rb
——Y
1000 -
(9
-

2 100

-— n —

L L3

10 4

1 T T T T T T

3.0 3.5 4.0 4.5 5.0 55
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Fig. (4): Y(I11) and Rb(1) distribution coefficients on PHA resin with a 2-hour shaking period as
a function of pH in 0.1 M acetate buffers.
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3.4.3. 0.1 M Citrate Buffer

On the PHA increase, Y and Rb behaviors in 0.1 mol/L citrate buffer at pH values ranging from 3
to 5.5 were examined (Fig. 5). Their modest and largely stable adsorbabilities over the pH range
of 3 to 5.5 were demonstrated by the findings.

100

—— Rb

3.0 3.5 4.0 4.5 5.0 5.5
PH

Fig. (5) : Rb(l) and Y(I1), distribution coefficients on PHA resin as a function of pH of 0.1 M
citrate buffers, shaking period of two hours.

3.5. Effect of Contact Time

The effects of contact time on the adsorption of the (PHA) for Y (II1) was investigated and the
results are shown in Figure 6. It is clear that the adsorption capacity of Y (IlI) increased with
increases in contact time, reached equilibrium after around two h, and remained steady the rest of
the time. Remarkably, the amount of adsorption was obviously faster at the initial stage, potentially
because, initially, the adsorbent site was vacant and the solute concentration gradient was high.
Thus, it appeared that the adsorption capacity of Y (I11) on the resin was a rapid process, with
equilibrium reached in two hours (Li, C.X, et al.2015). Therefore, the contact time of three hours
was considered appropriate in the following experiments.
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Fig. (6): Effect of contact time on the adsorption (adsorption rate) of Y (I11) metal ions
onto (PHA) resin.

3.6. Rb(l) and Y(I11)separation by PHA-Column Chromatography

The ideal conditions for separating Y from Rb were discovered in batch mode and applied in
column mode. Practically, from all of the data on PHA in batch mode that were provided, these
components showed a considerable variation that might help separate Y from Rb. Additionally, in
column mode, the effective parameter is the flow rate correlated with time. However, 100 ml were
supplied at a flow rate of 1.5 ml/min during the loading process. All of the yttrium during loading
was adsorbed on the resin, while rubidium went through the column. This indicates that Rb has
separated and that Y elution has begun. The elution profile for separating Y from the column was
detailed in Fig (7). As previously indicated, a 100 mL stock solution containing 100 ppm of each
Rb and Y diluted in 0.1 M acetate buffer pH 5.5 was put into a glass column that measured 22 cm
long by 1.5 cm in diameter and 2 cm deep in PHA. Rb displayed low Kgin the 0.1 M acetate buffer
at this pH. (3). Rb thus traversed the column with a percentage of 100% of the starting value. No
Rb passed through the column after additional washing with 0.1 M acetate buffer pH 5.5, but
yttrium was still present (Fig. 4; its Kd-values are fairly high). Y was completely eluted with
2mol/L HCI, and the full amount of yttrium was collected in 135 mL.
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Fig. (7): Y(II) elution profile from a PHA resin-packed column. 15 milliliters is the fraction
volume.

4. Conclusion

In this paper, we reported that Poly (hydroxamic acid) PHA resin was prepared by modification of
polyacrylamide (PAAmM) using hydroxylamine. Polyacrylamide was prepared by polymerization of
acrylamide monomers by gamma rays technique. PHA was used for the separation of Y(II1) from
Rb(I) as a simulation mode for the separation of 878y from its parent (Rb). Based on our
systematic characterizations and batch adsorption experimental results, the obtained polymer shows

that Y (111) and Rb(I) were separated using PAH resin at pH 5.5, where Rb passed through the column
while Y was retained. Y was totally eluted using 2 M HCI.
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Abstract: Following water, tea is the most widely used beverage. Tea is regarded as a healthful
beverage because of its relationship with a decreased risk of stroke, metabolic syndrome, obesity,
and events related to cardiovascular disease. Tea contains a variety of trace minerals and elements
that are good for human health, but if they are present in high enough amounts, some of them can
be hazardous and cause cancer. This work stands out due to its thorough evaluation of heavy metal
levels, and conducting a risk assessment for tea consumers in Jazan region southern of Saudi
Arabia. The present research examined the content of 6 different heavy metals in 11 samples of
black tea gathered from local markets in Jazan, southern Saudi Arabia: cadmium (Cd), lead (Pb),
chromium (Cr), zinc (Zn), copper (Cu), iron (Fe), and zinc (Zn).
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Flame atomic absorption spectroscopy (FAAS) was employed to detect heavy metals in tea
samples. The Target Hazard Quotient (THQ) and combined hazard index (HI) for heavy metals in
tea samples were employed for assessing the health risks to tea consumers. The study found that
the median content of Cd, Pb, Cr, Zn, Cu, and Fe in the investigated samples is 1.31, 2.33, 16.07,
27.88, 5.52, and 120.4 ug/g, respectively. We compared the concentration of heavy metals in the
samples under examination to the World Health Organization's (WHO) maximum allowable
levels. The findings demonstrated that the mean levels of Cu, Fe, Pb, Cd, and Zn in tea samples
were significantly below the maximum permitted values. Conversely, Cr level in tea samples
exceeded the maximum allowable values. THQ mean values were 0.003, 0.05, 0.16, 0.19, 0.69,
and 0.8 for Cr, Fe, Zn, Pb, Cu, and Cd, respectively. The THQ values of all metals under
investigation were found to be below the permitted limits (less than one). These data show that
the individual heavy metals present in the investigated samples do not pose any carcinogenic
health concerns. In contrast, the HI value for various heavy metals was determined to be greater
than one (1.91) indicating that
regular tracking of the levels of heavy metals in black tea samples is required.

Keywords: Evaluation; Heavy metals levels; Tea; Non-carcinogenic health risk
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1. Introduction

Drinking tea is almost as common as drinking water throughout the world. Every day, almost 18
billion teacups are drunk worldwide [1-3]. Arabian adults usually have three or four cups of tea a
day. Tea can be categorized as black, white, green, oolong, dark, or yellow tea depending on the
method of fermentation and the mix of flavor characteristics [4]. The most common forms of tea
are green and black types [5]. Black tea is created by fermentation but green tea is created by
drying and roasting. Numerous studies have demonstrated the link between reasonable tea drinking
and reduced blood cholesterol, the prevention of LDL oxidation, Skin cancer, Parkinson's disorder,
infarction of the heart, heart attack, and stroke, and a decreased risk of cardiovascular and cancer
diseases [6-8]. This is so because a variety of chemicals, such as heavy metals, polyphenols,
caffeine, and fluorides, are beneficial to the human body [9]. Several studies have demonstrated
that the tea plant is contaminated with a variety of dangerous heavy metals, such as nickel, lead,
cadmium, mercury, chromium, and others which affect the tea quality [10-15]. There are several
reasons why heavy metals naturally accumulate into tea leaves, including contaminated soil, the
use of pesticides and fertilizers, the environment in which the tea is grown, mining, agricultural
runoff, contaminated irrigation water, the provenance of the tea, and the manufacturing processes
[16-20]. Some heavy metals are harmful and carcinogenic, however acceptable quantities of Cr,
Fe, Co, Ni, and Zn are necessary for organism growth and may be used as a treatment for a variety
of diseases [21-24]. Chromium, for instance, reduces fat and cholesterol and regulates insulin and
blood sugar levels; however, prolonged contact with elevated chromium concentrations causes
lung cancer [25]. Moreover, lead and cadmium pose a serious risk to human health, especially to
the neurological urinary systems, which can lead to troubles with the kidneys, hearts, bones, and
nervous systems [26]. All of these minerals can be released by tea leaves into the infusion. [17].
One key biological feature of heavy metals is their potential to bioaccumulate. This makes
bioaccumulation an essential component of hazard evaluation methods. Thus, excessive
consumption of heavy metals can lead to a number of illnesses, including weakening nails, oily
skin, pigmentation, skin discoloration, hyperactivity in autistic children, and hair loss, particularly
in women. They may potentially result in toxicity, hyposmia, coma, or even death [27-29]. For
these reasons, determining the concentration of heavy metals in tea is vital to human health and
ought to be done regularly. Several studies were conducted to determine the hazardous metal
content in various samples of tea leaves. Many investigations have been conducted in Asia to
evaluate the content of hazardous elements in tea samples. Wu, Xiaoling, et al. [30] examined the
health problems associated with tea drinking in China and the presence of heavy metals in tea
leaves. An additional study [31] found that 30 distinct Chinese teas had Pb contents ranging from
0.26 to 3.2 mg kg !, and Cd contents ranging from 0.0059 to 0.085 mg kg~'. Another study [32]
discovered that various heavy metal concentrations (Al, Pb, Cd, Hg, and As) were near the upper
levels published by (WHO).[33]. Pourramezani et al.[23] concluded that drinking tea posed no
danger of heavy metal exposure because the hazard index of Indian and Sri Lanka teas was non-
significant for tea consumers.
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Moreover, Pb and Cd contents in tea brands in Saudi Arabia ranging from 0.3-2.2 to 0.32-2.17
ug g, correspondingly, according to Ashraf and Mian [5].According to WHO-acceptable
standards, these levels are safe for ingestion by humans.

Analytical techniques such as anodic stripping voltammetry (ASV), graphite furnace atomic
absorption spectrometry (GFAAS), and inductively coupled plasma-mass spectrometry (ICP-MS)
are employed for assessing the concentration of heavy metals [34-36] but these instruments are
expensive. However, Flame Atomic Absorption Spectrometry (FAAS) is more widely available
and reasonably priced. This work stands out due to its thorough evaluation of both individual and
multiple heavy metal levels, comparing them with international standards and conducting a risk
assessment for tea consumers in Jazan region southern of Saudi Arabia. The goal of this research
aimed to measure the heavy metals content, particularly Cd, Pb, Cr, Zn, Cu, and Fe, in 11 samples
of black tea using FAAS. The study examined the potential health risks associated with heavy
metals in Saudi tea consumers, utilizing the HQ and HI to calculate human health hazards.

2. Materials and methods
2.1. Reagents and materials

Standard solutions and tea samples were prepared using ultrapure deionized water generated by a
Milli-Q purification system. Tea sample preparation for analysis was done using HPLC-grade
nitric acid, which was purchased from Sigma-Aldrich. Typical stock solutions of Zinc, Cu, Fe, Pb,
Cd, and Cr were purchased from Analytik Jena in Germany at a concentration of 1000 mg/L in
0.5% (v/v) HNOs. Every day, a specific volume of stock solution was dissolved in MilliQ water
to prepare fresh working standards solutions within the appropriate concentration range for each
element. All of the glassware used in the standard solution preparation was thoroughly cleaned
with MilliQ water, allowed to air dry, and then immersed in 10% nitric acid for an entire night
before being used.

2.2. Apparatus

The content of heavy metals in tea samples was determined using FAAS novAA 350, Analytik
Jena, Germany. Table 1 shows the measuring conditions for each heavy metal.

Table 1. Operating conditions for measuring each heavy metal with an atomic absorption spectrophotometer.

Cu Fe Pb Cd Zn Cr

A (nm) 3248 2483 283 228 2139 357.9
Slit (nm) 1.4 0.2 1.4 1.4 0.5 0.2
Lamp current

(mA) 2 4 2 2 2 4
Flame Air-C,H,
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2.3. Tea samples, collection, preparation, and analysis

Eleven of the most popular tea samples were randomly selected from supermarkets in the Saudi
Arabian southern city of Jazan. Samples were prepared for chemical analysis using the standard
protocol outlined in the Association of Official Agriculture Chemists [37]. The samples were
easily dried at 100°C, then ignited at 450°C for 10 hours till white ashes formed. After adding five
milliliters of 6M HCI, the sample was allowed to evaporate until completely dried. The remaining
substance was dissolved with 0.1 M nitric acid. The same protocol was applied to blanks. FAAS
was used to assess the diluted digested samples. First, use the device software to choose the desired
elements for analysis as well as a suitable wavelength for the selected element. Calibrate the
instrument by inserting a blank and standards, creating a standard curve, and then analyzing the
unknown samples.

2.4. Characterization of the health risks

An important metric for evaluating the risks to long-term health is the metals daily intake
determination which can be calculated using the equation (1) in Table S1[38]. On the other hand,
the prospective risk implications of different metals can be statistically assessed via the target
hazard quotient. equation (2) in Table S1 is used to compute the target hazard quotient [39, 40]. In
this study, the total risk potential of non-carcinogenic effects of being exposed to a combination
of heavy metals was evaluated using (HI) using equation (3) in Table S1 [13, 38].
The cumulative non-carcinogenic health risk of several heavy metalsis determined using
Equation 3 [41]. It was considered that the non-carcinogenic risk would be tolerable if the THQ
value was less than one. Greater THQ levels correspond to more risk [42]. On the other hand, if
the HI is less than one, there is no risk of cancer from the exposure dose. Heavy metal exposure
doses that are harmful to human health are highly likely to occur if the HI is greater than one.
When the HI value exceeds 10.0, there is a prolonged harmful impact on human health [43].

3. Results and discussion

Stock solutions of 1000 mg/L for each of the selected heavy metals were diluted using 0.5% (v/v)
HNO:s solution to create a series of standard solutions for establishing the calibration curves for
the metals. Figure 1 illustrates the obtained calibration curves for the heavy metals under
investigation. The correlation coefficient (R?) was used to assess the calibration curves' linearity.
The calibration curves for all heavy metals under consideration were found to have good linearity
within their concentration range.

3.1. Heavy metal concentrations in tea samples

Figure 2 indicates the concentrations of the heavy metals Cu, Fe, Zn, Pb, Cd, and Cr in the tea
samples under investigation. The ability of this plant to accumulate Tea's capacity for gathering
metals is demonstrated by the overall levels of metals evaluated in tea samples.
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Based on the average metal content in tea samples, the metals can be ranked as follows: Fe > Zn
> Cr > Cu > Pb > Cd. Cu levels in the samples investigated varied from 1.9 to 14.5 pg/g, with a
mean of 5.52 ug/g. Our findings are consistent with the average Cu concentration (5.5 pg/g)
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obtained by Kilicel F.[44].
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Figure 1: Standard curves for Cu, Fe, Pb, Cd, Zn, and Cr.
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The average concentration of Cu in tea samples in the current study was lower than the
upper limits established by the World Health Organization (10 ug/g) [43, 44] and several other
countries, such as China (60 pg/g), Japan (100 ug/g), and the United States (150 pg/g) [44].Our
findings showed good agreement with values reported in the literature for tea samples from
Turkey, China, Japan, India, and the United States. [3, 19, 34, 36, 45] Furthermore, the level of Cu
identified in the tea samples under investigation agrees with the results of Abdallah A. Shaltout et
al. [46] who stated that samples taken from Saudi Arabia had Cu levels ranging from 7.5 to 28.3
Ma/g. The wide range in Cu concentration seen in the teas may be explained by the various types
and quality levels, Cu pollution comes from fungicides and growing regions of the teas [47].

The first element detected at the greatest level in the samples of black tea that were being examined
was iron. The iron content ranged widely between 53.5 to 223.9 pg/g in the various tea samples,
with an average of 120.4 pg/g. All tea samples had an acceptable level of Fe, even if it was below
the allowable threshold of 450 pg/g. [48]. The Fe level in the samples under investigation was
found to be consistent with the findings of Al-Othman et al. [49] who found that the levels of Fe
in the examined samples were 46 and 348 ug/g, respectively. On the other hand, Wagar Ashraf
and Atig A. Mian [5] have observed that the mean value of Fe was 250.5 pg/g, with levels ranging
from 88.7-946.7 ug/g. Additionally, Fe levels in the investigated samples varied from 74 and 1,000
Ma/g, according to Pedro et al.[2]

Zinc concentrations fluctuated between 6.7 and 46.8 pg/g, averaging 27.88 ug/g. When the zinc
content is below the 50 pg/g allowable limit, all tea samples are considered acceptable.[48, 50].
Our findings matched with those of Federico et al. [49], who found that samples of black tea had
an average Zn concentration of 29 pg/g. [51]. POPOVIC, Sladana, et al. obtained similar results,
determining that the Zn level varied between 19.06 and 43.97pug/g.[52]. Furthermore, Kilicel F.
[44] discovered that samples of black tea had an average Zn concentration of 31.99 ug/g.

Concentrations of Pb were 0.01 to 12.5 pg/g, averaging 2.33 pg/g. This is consistent with Al-Oud,
S. [63], who observed that Pb levels in Saudi Arabia tea samples varied between 0.03 and 14.84
pa/g. According to a different study, the mean Pb content is 3.04 pg/g [54]. Except for the T11
sample, all samples had acceptable Pb levels that were below the WHO-permitted standard of 10
pa/g [33] as well as other countries including China (5 pg/g), India (10 pg/g), and Thailand (10
Ma/g). This rise could be attributable to commercial flavor and color additives containing different
amounts of various heavy metals. [55]. Previous investigations have shown that Pb levels ranged
from 0.03 to 14.84 ug/g, 0.198 to 6.345 ug/g, and 0.26 to 0.83 ug/g [18, 53, 56]. The primary
sources of Lead in tea are the growing mediums, such as soil. Pb contamination in soil is frequently
related to industrial operations, agricultural activities (application of pesticides), and urban
activities (the burning of gasoline). Pb is more accessible for tea root intake in extremely acidic
soils. Another way that Pb can contaminate tea is through deposits from the contaminated air into
the plant's leaves [47].
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Cadmium levels in black tea samples varied between 0.92 and 3.98 ug/g, having a mean value of
1.31 pg/g. This was considered acceptable since the amount was below the WHO-recommended
threshold of 3 pg/g. [33]. All of our findings on Cd in samples other than T3 are consistent with
those of Alwan W. [55] who found that Cd concentrations ranged from 0.18 to 2.43 pg/g.
Furthermore, our results for Cd in all samples except T3 are consistent with those of POPOVIC,
Sladana, et al.[52] who discovered that the range of Cd concentrations was 0.077 to 0.92 pg/g.
Franklin et al. [57] She stated that phosphatic fertilizers had 4.9-5.5 ug/g of Cd and zinc sources
contained 11.8-50.9 ug/g. It seems that the sources of the lead in tea came from phosphatic and
zinc fertilizers.

Chromium (Cr) is extremely harmful to human health, causing severe damage to the kidneys and
lungs. All of the black tea samples had chromium contents ranging from 5.6 to 40.2 pg/g, with an
average of 16.07 pg/g. Every tea sample had an unacceptable level of Cr, defined as one where the
level exceeds the allowable limit of 1.3 pug/g. [48]. The results we got were consistent with those
of Falahi, E. [58] who reported a mean concentration of Cr of 15.9 pg/g. The nine commercial teas
that were gathered from different countries had a Cr level that ranged from 19.8 to 129.1 pg/g [17].
According to Ferrara et al., black tea samples had chromium levels between 17.9 to 115.4 pg/g,
which is in line with the Cr level found in our investigation [59]. On the other hand, Mandiwana
et al. [60] discovered that the chromium concentration in samples of black tea varied from 0.28 to
14.0 ng g '. Additionally, maximum Cr was discovered in Turkish tea samples by Narin et al. [36]
at 16.9 ug/g. Cr is mostly introduced into the black tea manufacturing process through the CTC
rollers, where it is regarded as a local contaminant [56]. According to Seenivasan et al., the
sharpening of crush, tear, and curl rollers employed in the production of tea was mostly associated
with the Cr content of tea. [17]. Moreover, it has been noted that Cr speciation in soil determines
whether plants are contaminated with Cr [61]. The variation in Cr concentration across tea from
different production sites may help to explain this in part.
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3.2. Assessment of health risk

3.2.1. Singular heavy metal risk

The target hazard quotient (THQ) values for each heavy metal in each sample under investigation
are estimated to evaluate non-cancer health risks. The target hazard quotient (THQ) evaluates the
possibility of being exposed to a trace element with known negative impacts on humans [62].
Figure 3 depicts the THQ values for every heavy metal in each sample and the mean THQ values.
The order of the mean THQ values after consuming prepared tea was Cd > Cu > Pb > Zn > Fe >
Cr. The THQ values for each heavy metal in all samples under investigation ranged from 0.002 to
0.051 averaging 0.003, 0.02 to 0.1 averaging 0.05, 0.04 to 0.27 averaging 0.16, 0.001 to 1.05
averaging 0.19, 0.16 to 1.17 averaging 0.69 and 0.56 to 2.42 averaging 0.8 in case of Cr, Fe, Zn,
Pb, Cu, and Cd, respectively. For all heavy metals in all of the samples under evaluation, THQ
mean values were found to be less than 1 (THQ < 1). However, the THQ values were 1.1 and 2.42
in the T> copper sample and T3 cadmium sample. The THQ values for Cu, Cd, Fe, and Zn in tea
samples were less than 1, which is consistent with the findings of Gogoi b. et al [63]. Similar
results showed that drinking tea does not expose people to heavy metal hazards [13, 64].
Additionally, comparable findings were made by S. Wali Alwan [55], who showed that the THQ
values for Pb and Cd were less than 1
Moreover, THQ values for Cd and Cr were less than 1, according to Sahar G. et al [65].
According to these results, it is unlikely that consuming tea leaves regularly would hurt a
Consumer's health.

3.2.2 Accumulated hazard of several heavy metals

The HI values for different metals can be used to express their accumulated non-carcinogenic
effects. Figure 4a indicates the hazard index scores of all metals that were examined through the
consumption of tea samples. Figure 4b shows the mean THQ values for the investigated heavy
metals and their corresponding HI value. It was indicated that the HI values in both cases were
greater than 1. As shown in Figure 4a, HI was ranged from 1.04 in Ty to 3.02 in T3 samples. Our
findings concurred with those of previous studies [13, 20, 66] which revealed that the HI value
was greater than 1. Moreover, S. Wali Alwan [55] reported comparable results, determining that
the HI values for Cd, Pb, and Ni in tea samples varied from 0.34 to 23.4. Additionally, HI values
for Cu, Zn, Ni, Cr, Cd, Pb, As, Hg, and Al in tea samples ranged from 0.16 to 1.7, according to
another investigation [13]. These findings suggest that there are non-carcinogenic health risks
linked with the multiple heavy metals found in the examined samples.
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4.Conclusion

This study monitored the level of several heavy metals, including Cu, Fe, Pb, Cd, Zn, and Cr, in
tea samples gathered from Jazan local markets in southern Saudi Arabia. According to the findings,
the average level of the heavy metals in tea samples under investigation Cu, Fe, Pb, Cd, and Zn
was found to be below the maximum allowable limit. Conversely, the mean concentration of Cr
exceeds the maximum permitted thresholds, and it is crucial to keep an eye on its level in tea
brands. Furthermore, THQ mean values were 0.003, 0.05, 0.16, 0.19, 0.69, and 0.8 for Cr, Fe, Zn,
Pb, Cu, and Cd, respectively accordingly. The THQ values of every metal under investigation were
found to be below the allowable limits (less than one) in all samples indicating the individual heavy
metals have no health risk to tea consumers. Conversely, the HI value was found to be higher than
the allowable limits (less than 1). These findings suggest that the different heavy metals found in
the investigated samples can carry non-carcinogenic health risks and highlight the importance of
regularly monitoring the concentration of heavy metals in tea samples.
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Design And Development of a Feeding Unit for Medical Devices
Implanted Inside Human Body Using Artificial Intelligence
Theories

Abdulkarim Almuhammad®, Mohanad Alrasheed”

“Computer Engineering Dept., Faculty of Informatic, Ittihad Private University,
Aleppo, Syria.

Abstract: In this research paper, we present the design and development of a power unit
for medical devices that are implanted inside the human body. It uses a micro-electromagnetic
generator to generate electrical energy by taking advantage of natural vibrations to generate
electrical energy in order to supply these applications that need electrical supply for a long
period without human intervention. We used a direct lever rectifier switch. Direct AC-DC
Step Up Converter for low voltage amplitude to reach a value suitable for the application in
the open loop. The voltage in the closed loop was then regulated using a fuzzy controller
based on digital signal processing chips, which allowed improving the performance of the
converter. To calculate the fuzzy controller, we used the Fuzzy Logic tool of MATLAB.
Interconnection circuits were proposed to adapt low-level signals to control circuits and
power switches. We performed a simulation of the entire system, represented by the control
circuit based on digital signal processing chips, the fuzzy control algorithm, and the switcher
using the Proteus program in the open and closed loop, and then we compared and discussed
the results.

Keywords: Micro-electromagnetic, Direct AC-DC Step Up Converter, dsPIC, Biomedical
Implants, micro-generator, Artificial Intelligence Theories.
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1. Introduction

The idea has recently emerged of using internal resources such as vibration, pressure and
heat available in places where medical equipment is installed to obtain the electrical energy
needed to operate them.

The Micro Electromagnetic Generator is one of the proposed solutions for generating
electrical energy, as the vibration resulting from movement is converted into low electrical
energy of the order of tens of millivolts, which can be used to charge a small battery [1].
One of the problems with these microgenerators is that they produce an alternating voltage
with low amplitude and insufficient to operate electronic circuits on the one hand, and cannot
be rectified using traditional rectifier circuits on the other hand. Therefore, it is necessary to
use circuits that can raise and rectify the voltage with high efficiency, allowing to overcome
problems arising from a weak voltage signal. Among the proposed circuits that perform this
purpose, Direct AC-DC Step Up Converters stand out strongly[2].

In the research [4], a design was made for a micro electromagnetic generator to generate electrical
energy, but the generated voltage was weak, of the order of millivolts, insufficient to benefit from it.
To solve this problem, the researchers proposed in the research [1] the use of a closed-loop lever
switch in order to obtain a voltage from Voltage arrangement, considering the input voltage as
constant. Then the researchers in the research [2] simulated this system using MATLAB. Many
researchers have presented different designs for the voltage raising system. The most prominent of
these researches is the research [11] that designed a design to improve the efficiency using classical
control methods, and the researcher [12] improved the design of the Micro Electromagnetic Generator,
but the main problem in the previous proposals was the poor efficiency and low voltage. Unregulated
variable output due to variations in the micro generator output.

2. The importance of the research and its objectives

The importance of the research lies in finding a practical design for a power unit for
medical devices that are implanted inside the human body. The digital signal processor
(DSP) is used to control the Direct AC-DC Step Up Converter in terms of regulating the
output voltage of the switch within the closed loop, and proposing a simplified working
method for generating control pulses. With electronic breakers in the switch using PWM
(Pulse Width Modulation) technology.

In this research, we also took advantage of the DSP digital signal processor to implement
an advanced real-time control algorithm based on Fuzzy Logic, where we were able to
increase the output and response speed of the AC-DC Step Up Converter, which made it
possible to make the most of the energy generated by the microgenerator.

In this research, a simulation model of the Fuzzy Controller was also built using Matlab,
so that this model will be the nucleus for practical applications in future research.
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3. Search method

This research was based in its stages on the following topics:

Study the working principle and components of the microelectromagnetic generator.
Study and analyze the operation of the AC-DC Step Up Converter Direct

Design and simulation of the Fuzzy Controller.

Design a circuit to generate control pulses for the open-loop switch.

Design the switch control circuit using a closed-loop DSP controller.

Results and discussion.

Practical recommendations and proposals.

No ok~ owbdPE

4. Working principle of the microelectromagnetic generator

The Micro-electromagnetic generator (Figure 1) consists of a permanent magnet, a
damping element, a spring, and a primary coil, where the permanent magnet is fixed at
one end by the spring to the generator body and free to move at the other end within the
primary coil [1].

L L
Internal Spring
I Vibration - constant
Base Vibration
Damper
_l > Element
Permanent
Magnet
OO R —a Stationary coils
OOO RRRD

Figure (1): Micro-electromagnetic generator

When the generator is exposed to vibration, the permanent magnet within the coil vibrates,
which, according to Faraday's law, generates an alternating voltage between the two ends of
the coil. Its value depends on the number of turns of the coil, the magnetism of the permanent
magnet, and the intensity of the vibration. The generated voltage is usually sinusoidal and has
a low amplitude of the order of tens of millivolts and cannot be used directly to supply
electrical equipment.
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5. Study and analyze the work of the AC-DC Step Up Direct Converter

This converter, one of whose structures we show in Figure (2), performs the processes of
raising and rectifying the low alternating voltage at the same time. The converter consists of
a boost converter containing the elements (L1, T1, D1) in parallel with a buck-boost converter
containing the elements (L2, T2, D2). Capacitor C acts as a filter to smooth the output voltage

3].

(£
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I~
T2 %l
L1 D1
AR H -+

T
*Dv.n T_I—I_GTJHE
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I

L ¢ HR Vo

MICRO-GEMERATOR
3

Figure (2): AC-DC Step Up Direct Converter

Transistors T1 and T2 are used as electronic circuit breakers whose passing and cutting are
controlled using PWM pulse width modulation technology, where T1 works in the positive
part of the input voltage and T2 in the negative part of the input voltage [4]. The voltage
generated by the micro-electric generator is expressed in terms of VVin. The work of the switch
can be divided into four stages [8]:

e The first phase (Figure 3-A): Transistor T1 is switched through the positive part of
the input voltage Vin, which leads to charging the coil L1.

e Second phase (Figure 3-B): The control voltage of transistor T1 is canceled through
the positive part of the input voltage Vin, which leads to the current stored in coil L1
being discharged into the load by D1.

e The third phase (Figure 3-C): The transistor T2 is switched through the negative part
of the input voltage Vin, which leads to the coil L2 being charged with current by T2.

e Fourth phase (Figure 3-D): The control voltage of the transistor T2 is canceled through
the negative portion of the input voltage Vin which results in the current stored in coil
L2 being discharged into the load by D2.
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Figure (3): AC-DC Step Up Converter operating phases

Figure (4) shows the input voltage, the pulses applied to the gates G1 and G2, the currents
passing through L1 and L2 for the four phases, and the output voltage.
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Figure (4): The pulses applied to the gates G1 and G2 and the currents passing through L1 and L2 in
the lever rectifier switch

6. Design and simulation of the Fuzzy Controller:

Intelligent control algorithms are sometimes resorted to when the model of the system to
be controlled is difficult to deduce mathematically or is simply unknown. Fuzzy control
is one of the high-performance methods used in these cases, as it is used to avoid
mathematical complexity in designing the control system [5].

Since our system to be controlled, which is the lever rectifier switch, contains several
modes of operation, which complicates the mathematical model and thus the design of
the controller, in this research a fuzzy controller was used to control this system according
to the box diagram shown in Figure (5).
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Figure (5): Block diagram for controlling AC-DC Step Up Converter using a fuzzy controller

The control system based on fuzzy logic is divided into several parts:

Fuzzification - rule base - fuzzy inference mechanism - defuzzification.
The fuzzy controller has two inputs, one for the error e and for the error change Ae, which
are defined as follows [2]:

e =Vy — Upes ey
Ae = e, —ex (2)

Where V, [volt], Vres [volt] are respectively the switch output voltage and the reference
voltage to be reached, taking into account the cut-off frequency of 10KHz.
The fuzzy controller output is expressed as the change Adk in the duty cycle at sample k,
and thus the duty cycle relationship for the PWM control signal at sample k is given by
the following relationship [2]:

dk = dk—l + n. Adk (3)

Where n is a calibratorable quantity called the gain of the fuzzy controller.
The fuzzification process determines the degree to which the error values e and the error
change values Ae belong to the fuzzy membership functions shown in Table (1):

Table (1): Table of fuzzy affiliation functions for the fuzzy controller
PB PS ZE NS NB

Positive Big Positive Small Zero Negative Small Negative Big
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Figure (6) shows the functions used in the fuzzification process for e and Ae.
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Figure 6: membership functions for e and Ae

The rules of fuzzy control are derived from human experience and expertise [9], and the
design of the fuzzy controller was based on the following criteria:

1-

2-

3-

When there is a large difference between the converter output value and the required
output value, the duty cycle change Adk of the PWM must be large in order to quickly
reach the required value.

When the converter output value approaches the required value, the duty cycle change
Adk of the PWM should be small.

When the converter output value is close to the required value and is approaching
quickly, the duty cycle must not change in order to prevent exceeding the required
value.

When the required output value is reached and the output is still changing, the duty
cycle must be changed slightly to prevent deviation from the required value.

When the required output value is reached and the output is constant, the duty cycle
remains unchanged.

When the converter output value is greater than the required value, the duty cycle
change Adk for the PWM must be negative, and vice versa.

Based on the previous criteria, the following table of conditional rules was derived:

Table (2): Table of conditional rules for the fuzzy controller

e NB NS ZE PS PB
Ae
NB NB NB NB NB ZE
NS NB NS NS ZE NS
ZE NB NS ZE PS PB
PS NB EZ PS PS PB
PB NB NS ZE PS PB
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The table of conditional rules is expressed using Fuzzy If-Then. Considering that C is the
fuzzy output of a single conditional rule, we get the following relationships:

Rulel: If e is NB and Ae is NB then C1 is NB.

Rule2: If e is NS and Ae is NB then C2 is NB.

Rule25: If e is PB and Ae is PB then C25 is PB.
We note that the conditional link And is used in the previous conditional rules only, where
the min method was used and the Sugeno inference engine methodology was used to
express the previous condition according to the following [7]:

Z; = min{u(e;), p(Ae;)} 4)

Where
u(e;) The degree of membership ei to fuzzy membership functions.
u(Ae;) Degree of membership Aei to fuzzy membership functions.
Z; The result of the conditional rule And.
Using the weighted average method, which depends on the average of the sum of the
output values of the conditional rules in the defuzzification process, we obtain the fuzzy
controller output relationship as follows [7]:
2 7
WA = Adk = ~25 _ (5)

i=1 Zi

The fuzzy controller was designed and simulated using MATLAB's Fuzzy ToolBox[6].
We show in Figure 7 the membership functions used in this research paper, which are of
the triangle type, where we determined the input values of the fuzzy controller within the
domain [-3.5V, +3.5V] Considering that we preset the switch output voltage to 3.5V.

1N’ NS~ ZE | PS PENE’ NS~ ZE  PS PB
2 08¢ 108}
e
£ 067 106}
£
5 04 104t
3
5 0.2f 102t
a

0 0

3 2 1 0 1 2 3 30 -2 -1 0 1 2 3
e Ae

Figure (7): Triangle membership functions within the domain [-3.5V, +3.5V]
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Considering that the output membership function takes fixed values for C according to

Table (3)
Table (3): Values of the output membership function

NB NS ZE PS PB

0% 25% 50% 75% 100%

Using the conditional rules table (2) to construct the Fuzzy If-Then conditional rules, then
the relationship of the fuzzy controller’s output with respect to its two inputs, the error e
and the error change Ae, is according to Figure (8), which represents the simulation [10].

Figure (8): The relationship of the fuzzy controller output with respect to its input error e and the error
change Ae

7. Design of a circuit for generating switch control pulses in an open
circuit

In this research, an appropriate circuit was proposed that passes control pulses to the
switch, as shown in Figure (9). This circuit consists of two comparators (OP1, OP2) to
determine the positive and negative part of the alternating input voltage generated by the
micro-generator and two logic gates (AND1, AND?2) that act as pass switches for the
PWM signal.
The work of the converter control pulse generation circuit can be divided into two parts:
1- At the positive part of the input voltage, the positive input voltage of the comparator
OP1 becomes greater than the negative input voltage, then the output of this
comparator becomes Logic 1. Thus, the AND1 gate passes the PWM pulses to the G1
gate, while the output of the comparator OP2 becomes Logic 0, and thus the AND2
gate blocks the signal. PWM for G2 gate.
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2- At the negative part of the input voltage, the positive input voltage of the comparator
OP2 becomes greater than the negative input voltage. Then the output of this
comparator becomes in the Logic 1 state, and thus the AND2 gate passes the PWM
pulses to the G2 gate. As for the comparator OP1, its output is in the Logic O state, so
the AND1 gate blocks PWM signal from gate G1.

In this way, the boost converter works on the positive part of the AC input voltage, while

the buck-boost converter works on the negative part of the input voltage.

G?l
? I D1
T2
L1
YYYL 02
1uH
Viny

T L2
~~ &1 I]E Tuk c R
T‘ 680UF

AND1

op2 AND2

Figure (9): Circuit for generating control pulses and AC-DC Step Up Direct Converter in an open
circuit

We simulated the circuit using the Proteus program, which is a simulation program for
electronic circuits and microcontrollers that runs in real time. We assumed the values of
the elements as shown in Figure (9). We also assumed that the frequency of the PWM
signal is 2 kHz with duty cycle = 0.18, and assuming the load current changes within The
range of [8.75-93.3] mA, which corresponds to a change in the load resistance [8.75-
93.3]Q2 At VODC output voltage=3.5V and using the ANALOGUE ANALYSIS tool to
analyze the transient and steady state as follows:

Initially, an ohmic load of R = 400 Q was used. The average value of the steady-state
output voltage was VODC = 3.503V, with a peak-to-peak fluctuation of 0.15V. While the
circuit was running, we changed the value of the load so that it became R = 375Q, so the
average value of the output voltage in the steady state was VODC = 3.398V, with a peak-
to-peak fluctuation of 0.17 V. We notice from the voltage curve shown in Figure 10 that
the value of the output voltage in the open loop is affected by the change in the value of
the load. We also notice that the time for the output voltage to reach the final state from
zero to the final state took about 600ms.
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0 1 ¢ 2

Figure (10): The effect of the open-loop Converter output signal when switching the load value from 400
Qto375Q

8. Design of the Converter control circuit using a closed-loop DSP
controller

We show in Figure (11) the practical implementation of the closed-loop switch circuit.
The fuzzy switch control algorithm was applied using the DSPIC33F12C202 chip from
MICROCHIP. This chip is distinguished by its DSP core and high processing speed of up
to 40 MIPS. It can also operate at a low supply voltage of 2.5V and draws a working
current of the order of milliamps, which is suitable for applications that use small
electronic equipment, including our application.

From this chip, we used the 10-bit ANO terminal to measure the output voltage of the
switch. The PWML1L1 terminal was also used to generate the work pulses applied via the
trapping circuit to the transistor gates.

DSPIC33FJ12MC202

—— ANO PWM1L1

MICRO-GENERATOR
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T
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20
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AND1
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Figure (11): Ring Converter circuit using a DSP controller
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The processor was programmed in C language using the mikroC PRO for dsPIC compiler

in an optimal way so that the DSP instructions for the control algorithm worked in real

time.

At a sampling frequency equal to 0.1 ms, the time required to implement the control

algorithm took 0.891 ms. Below we show the program steps during one programming

cycle:

1- Measure a sample of the converter’s output voltage VO and convert the analog value
VO into a digital value.

2- Calculate the error e and the error Ae changes depending on the previous sample.

3- Determine the degree of membership to e and Ae according to the functions of
membership (fuzzification) in Figure (8).

4- Apply fuzzy control rules to fuzzy inputs using the Sugeno inference engine according
to Table (2).

5- Calculating the change in the duty cycle (Adk) according to the Weighted average
(defuzzification) method.

6- Calculate the new duty cycle Adk and update the value of the pulse width control
register.

7- Return to step 1.

Another advantage of this chip is that it is available within the Proteus libraries, which

enabled us to repeat the simulation as we explained in Section 7 using the closed-loop

fuzzy control algorithm as follows:

Initially, an ohmic load of R = 400 Q was used, so the average value of the output voltage

in the steady state was VODC = 3.509 V, with a peak-to-peak fluctuation of 0.13 V.

Later we changed the load value to R=375 Q, so the average value of the continuous

output voltage was VODC=3.507V, with a peak-to-peak fluctuation of 0.14V.

We show in Figure (12) the output voltage curve, where it is clear that placing the system

within a closed loop and using fuzzy control to regulate the voltage has led to an

improvement in the shape of the output voltage compared to the open loop, as this voltage

maintained its constant value despite the change in the load value.

On the other hand, we notice an improvement in the time for the output voltage to reach

the final state, as it took about 100ms.
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Figure (12): Output signal shape of the closed-loop converter at load R=400Q and R=375Q
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9. Results and discussion

It is clear to us through this theoretical study and the simulation results presented in this
research paper that the use of a digital signal processor (DSP) and a fuzzy control
algorithm to regulate the output voltage of a closed-loop AC-DC Step Up Converter
Direct is characterized by the following:

* The response time of the switch improved from 600ms in the open loop to 100ms in the
proposed method, which leads to an increase in the performance of the feeder system
(converter, micro-generator), especially when the micro-generator operates intermittently
Compared to search [2] which ranks 1 second.

* The proposed control method provides better regulation of the switch’s output voltage,
and reduces the fluctuation of the output voltage Compared to the open-loop circuit, the rate
reaches 97 percent, compared to research [1], which had a high rate of 76 percent.

* Better stability of the output voltage at the required value when the load changes in the
closed loop (the proposed method) compared to the circuit in the open loop .

This research presented an integrated system for a feeding unit with sustainable energy,
unlike previous research that provided improvement in certain stages, such as research

[1], [2], [3], [4].

10. Practical recommendations and proposals

This design can be used to implement a practical product in medical engineering, and in
many other fields such as studying animal behavior and collecting data. It can also be
greatly benefited from in industrial fields.
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Abstract: Deep neural networks have significantly advanced the field of image and text
categorization, pushing the boundaries of machine learning. However, designing efficient neural
network architectures remains a challenge, often requiring complex and costly methods to find
optimal configurations. This paper introduces a novel approach to architectural design through a
restricted search method, focusing on creating networks that are both cost-effective and fast,
suitable for Al systems with strict memory and time limitations, particularly in near-sensor
applications. Neural networks now surpass traditional machine learning techniques in various
computational perception tasks. Despite their success, deploying these advanced models on mobile
and IoT devices is computationally challenging, leading to reliance on cloud-based solutions. Such
dependence increases communication costs and potential system inoperability during connectivity
outages. Our method addresses these issues, offering a viable solution for efficient, local
deployment of advanced neural networks in resource-constrained environments. We propose a
conceptual framework that leverages a Deep neural networks (DNN) approach to decide whether
data should be processed locally or sent to the cloud, optimizing both computational resources and
performance. Our findings suggest that this method requires sending only 52% of test data to the
server, achieving an overall system accuracy of 48%. This significantly enhances the efficiency of
client-server models and supports the implementation of Al capabilities on local devices.
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By employing a strategic search for computational models based on content extraction, we
improve the efficiency and speed of Al operations. Our experiments demonstrate the practicality
and effectiveness of this approach, which has also been tested on actual hardware, offering a
promising direction for enhancing Al applications in resource-constrained environments.

Keywords: Efficiency, Query Issues, Branch Scanning, Metrics, Retrieval Phase, Perception,
Networks, Sensor Fusion, Developing Artificial Intelligence, Simulation, Techniques,
Convolutional Networks Layout
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1. Introduction

The rapid development of artificial intelligence (Al) has led to an increase in complex tasks that
require efficient and effective splitting. Premature exiting, an early termination of certain
operations, can be a vital strategy for optimizing performance in real-time applications. This paper
delves into using neural network search techniques to optimize this process. Artificial Intelligence
(Al) has experienced monumental growth over the past few decades, evolving from rudimentary
algorithms to sophisticated systems that can perform tasks previously believed to be exclusive to
human intelligence. One area of Al that has been gaining traction is the ability to effectively split
tasks, a crucial aspect for improving efficiency, especially in large-scale applications. This process,
known as Al splitting, allows systems to divide complex tasks into more manageable sub-tasks.
But with the rise of real-time applications, there has been a pressing need to ensure not just
effective splitting, but also timely response. Enter the concept of premature exiting—a strategy
that allows an Al system to terminate certain operations early, ensuring faster results, albeit at the
potential cost of some accuracy, see [1], [2], [3]. [4], [5]

Premature exiting is rooted in the understanding that in many scenarios, waiting for a complete
and thorough computation might be less optimal than obtaining a quicker, albeit slightly less
accurate result. For instance, in real-time object detection, it might be more beneficial to identify
a potential threat quickly rather than wait for a thorough analysis that confirms the nature of every
object in a scene. The challenge, however, lies in determining the optimal point at which to exit
prematurely without compromising the integrity of the result excessively. This is where neural
network search techniques come into play. Neural networks, inspired by the human brain's
architecture, have been at the forefront of many recent Al advancements. These networks consist
of interconnected nodes (neurons) that process and transmit information. The depth and
complexity of these networks can be vast, allowing them to model intricate patterns and
relationships in data. But this depth is a double-edged sword: while it provides the network with
its powerful modeling capability, it also means that processing can be lengthy, especially in deeper
architectures, see [6], [7], [8], [9]-

Neural network search techniques aim to find the most efficient pathways or configurations within
these expansive networks. By employing these techniques, one can optimize a network to
recognize when it has gathered "enough™ information to decide, allowing it to exit prematurely
and deliver a result. Essentially, instead of traversing the entire depth of the network, the system
can determine an exit point where the prediction's confidence surpasses a predetermined threshold.
This is analogous to a student answering a question once they're reasonably sure of the answer,
rather than pondering all possible solutions [10], [11], [12], [13], [14].
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But how does one determine these exit points? The answer lies in the training process. When
training a neural network, we typically feed it vast amounts of data, adjusting its internal
parameters to minimize the difference between its predictions and the actual outcomes. By
integrating premature exiting into this training paradigm, we can simultaneously optimize
accuracy and speed. The neural network is trained not only to recognize patterns in data but also
to gauge its own confidence in its predictions. When this confidence reaches a level deemed
satisfactory, the network can opt for a premature exit, thereby speeding up the response time [15],
[16], [17], [18]. It's worth noting that the balance between speed and accuracy is a delicate one. If
a network exists too early, it risks producing results that are too inaccurate to be useful. Conversely,
if it waits too long, it might negate the benefits of premature exiting. This balance becomes even
more critical in applications where stakes are high, such as medical diagnoses or autonomous
vehicle navigation. Also, the integration of neural network search techniques into Al splitting,
combined with the strategy of premature exiting, holds significant promise for the future of real-
time Al applications. By allowing systems to intelligently determine when they have enough
information to make a decision, we can achieve a harmonious blend of speed and accuracy. As the
demand for real-time Al continues to grow, strategies like these will be indispensable in ensuring
that our systems are both swift and reliable. As with all technological advancements, continuous
research and refinement are essential, but the foundations laid by these techniques are undeniably
robust and promising for the future landscape of Al.

2. Research Background

In the realm of artificial intelligence (Al), the ability to efficiently split tasks is paramount. This
process, often referred to as task decomposition, involves breaking down complex problems into
smaller, more manageable sub-tasks [1], [2], [4], [5]. Such division not only makes problem-
solving more tractable but also allows for parallel processing, speeding up computations. For
instance, in the field of robotics, a task like "cleaning a room" might be split into sub-tasks like
"picking up objects,” "vacuuming the floor,” and "dusting surfaces” ([12], [17]). Each sub-task can
then be tackled using specialized algorithms or models. Similarly, in natural language processing,
understanding a paragraph might involve tasks such as sentence segmentation, word tokenization,
syntactic parsing, and semantic analysis [2].

By splitting these tasks, Al researchers can focus on optimizing individual components, which
collectively leads to improved overall performance. Furthermore, task splitting is pivotal in
collaborative Al systems, where multiple agents work together [7]. Each agent can be assigned a
specific sub-task, fostering cooperation and efficiency. In essence, splitting tasks in Al not only
simplifies complex challenges but also harnesses the power of specialization and collaboration,
pushing the boundaries of what Al systems can achieve.
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Premature exiting, in the context of deep learning and neural networks, refers to the practice of
allowing a model to make early predictions before processing through all its layers. Typically,
deep models, especially those like deep convolutional neural networks, process input data through
multiple layers to derive a final prediction. However, with premature exiting, if the model is
confident enough in its prediction at an earlier stage, it can bypass the remaining layers and provide
an immediate output ([1], [10], [11]). The primary benefit of this approach is efficiency [12]. As
deep learning models have grown deeper and more complex, their computational demands have
increased exponentially. By allowing for early exits, the computational cost can be significantly
reduced, especially when the model is dealing with simpler inputs that don't necessitate full
processing. This results in faster predictions and saves valuable resources, making it particularly
beneficial for real-time applications or devices with limited computational power. Moreover,
premature exiting can also aid in preventing overfitting [13]. By not always relying on the deeper
layers, which are more prone to fitting noise in the data, models can sometimes generalize better
to unseen data. However, implementing premature exiting comes with its set of challenges [14].
The first is determining the criteria for an early exit. The model must be equipped with a
mechanism to gauge its confidence in a prediction. This often involves auxiliary classifiers placed
at various stages of the network, adding to the model's complexity. Furthermore, training such a
model requires careful consideration. Traditional training methods might not be directly
applicable, and new strategies, such as staged training or specialized loss functions, might be
necessary. Another challenge is ensuring that the premature exit does not compromise the accuracy
of the model. While the idea is to exit early for simpler inputs, there is always a risk that the model
might make an incorrect early prediction, especially in borderline cases. Balancing speed and
accuracy is crucial ([15], [16], [18]). Finally, premature exiting offers a promising avenue to
enhance the efficiency of deep learning models, making them more adaptable to diverse
applications and constraints. While the benefits in terms of speed and potential generalization are
apparent, the challenges in training and implementation necessitate thorough research and careful
design. As Al continues to integrate more deeply into real-world applications, strategies like
premature exiting will play a pivotal role in bridging the gap between computational demand and
available resources.

The quest to optimize neural network architectures has been a central theme in the evolution of
deep learning. Historically, the design of these networks was largely based on human intuition,
experimentation, and manual tweaking ([6], [7], [8], [9]). Researchers would adjust layers, nodes,
and other hyperparameters based on heuristic insights, often informed by previous successes and
failures. Pioneering architectures like LeNet, AlexNet, and VGG were products of this manual
design process. However, as the complexities of tasks and datasets grew, so did the architectures,
making manual exploration increasingly infeasible.
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Enter the era of automated neural architecture search (NAS) ([1], [2], [4], [5], [19]). NAS
algorithms aim to automatically discover optimal or near-optimal network architectures [20],
alleviating the need for human-led trial and error. The seminal work in this space used
reinforcement learning, where a controller network proposed architectures and was rewarded
based on the performance of the resultant networks [21]. While effective, early NAS methods were
computationally expensive, often requiring thousands of GPU hours.

Recent advancements have addressed these inefficiencies. One significant leap is weight-sharing
methods, where different architectures share weights, enabling a faster evaluation of multiple
architectures without training each one from scratch ([10], [11], [12], [13], [14], [22]). Techniques
like DARTS represent this category, allowing for more efficient search processes. Another
advancement is the use of evolutionary algorithms, inspired by natural selection, to evolve optimal
network designs [23]. Furthermore, the rise of transfer learning, where pretrained models on large
datasets are fine-tuned for specific tasks, has also influenced NAS, leading to methods that search
for optimal fine-tuning strategies ([10], [24]). In reflection, the journey from manual design to
automated neural network search encapsulates the broader evolution of Al: from relying heavily
on human expertise to developing self-optimizing systems. As the field continues to progress, the
boundary between designer and design is poised to blur further, with Al systems playing an
increasingly active role in their own evolution.

While existing NAS methods have achieved remarkable results, they often focus on maximizing
accuracy without sufficient consideration of deployment constraints on edge devices. Our
approach distinguishes itself by explicitly incorporating a restricted search method aimed at
optimizing both cost-effectiveness and speed, making it highly suitable for near-sensor
applications with stringent memory and time limitations. In comparison to methods like
BranchyNet and SACT, which introduce early-exit strategies to improve inference speed, our
method integrates these strategies within the NAS framework to ensure that the resulting
architectures are inherently designed for efficient early exits. This allows for a more seamless and
effective balance between performance and computational efficiency.

3. Methodology

3.1. Neural Network Architecture: Details of the neural architecture employed.

The neural architecture employed in this context utilizes a deep convolutional neural network
(CNN) designed for image classification tasks. This network architecture is specifically tailored to
process and analyze visual data, making it suitable for a wide range of computer vision
applications. CNN consists of multiple layers, including convolutional layers, pooling layers, and
fully connected layers. The convolutional layers are responsible for learning spatial features from
the input image through a series of convolution operations, effectively detecting patterns and
edges. These layers are typically followed by pooling layers, which reduce the spatial dimensions
of the feature maps while retaining essential information. This process is repeated multiple times
to extract increasingly abstract and complex features from the image.
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Figure 1. Information Flow through the layers of the neural network

The extracted features are then passed through one or more fully connected layers, which act as a
classifier to make predictions. These layers learn to associate the extracted features with specific
classes or categories, enabling the network to identify and classify objects within the input image.
Tree diagram for artificial intelligence is given by figure 1. In this diagram, you can see the flow
of information through the layers of the neural network, illustrating how the input image is
processed to make predictions about its content. This neural architecture, with its convolutional
layers, pooling layers, and fully connected layers, forms the foundation for many successful image
recognition and classification tasks in the field of deep learning.

3.2. Training Procedure: Information on hyperparameters, training iterations, and
evaluation metrics.

The training procedure of a machine learning model is a critical aspect of its development, as it
directly influences the model's performance and capabilities. It involves several key components,
including the selection of hyperparameters, determining the number of training iterations, and
establishing evaluation metrics to assess the model's performance. Hyperparameters are
parameters that are set prior to the training process and cannot be learned from the data. They
significantly impact the model's behavior and generalization ability. Examples of hyperparameters
include learning rates, batch sizes, and the architecture of neural networks. Choosing appropriate
hyperparameters is often done through experimentation and tuning, as finding the right
combination can significantly impact the model's performance. Training iterations refer to the
number of times the model's weights are updated using the training data. More iterations can lead
to better convergence, but it can also risk overfitting the model to the training data. Balancing this
trade-off is crucial. Additionally, techniques like early stopping can be employed to halt training
when performance on a validation set plateaus, preventing overfitting.
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Architecture diagram for restrictive deep neural network is given by Figure 2. A restrictive deep
neural network architecture is designed to be efficient in terms of computational resources, making
it suitable for deployment on devices with limited memory and processing power, such as mobile
and loT devices.
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Figure 2. Architecture diagram for restrictive deep neural network

Evaluation metrics are used to quantitatively assess how well the model performs on a specific
task. The choice of metrics depends on the problem at hand. For classification tasks, metrics like
accuracy, precision, recall, and F1-score are commonly used. In regression tasks, metrics like mean
squared error (MSE) or mean absolute error (MAE) are employed. The choice of metrics should
align with the project's objectives and provide a comprehensive understanding of the model's
performance. Furthermore, it's important to establish a robust evaluation protocol that includes
cross-validation, or a separate validation set to ensure the model's performance generalizes well to
unseen data. So, the training procedure of a machine learning model involves making informed
decisions about hyperparameters, determining the appropriate number of training iterations, and
defining relevant evaluation metrics. These components collectively shape the model's
effectiveness and its ability to solve real-world problems. A well-designed training procedure is
essential for building models that can make accurate predictions and drive meaningful insights
from data. As depicted in the following Algorithm 1.
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Algorithm 1

1. Start: Begin the algorithm.
2. Input Constraints: Define the input constraints, including memory limits, processing time, and accuracy
requirements.
3. Initialize Search Space: Initialize the search space with a set of possible network architectures.
4. Evaluate Initial Population: Evaluate the initial population of architectures against the defined
constraints using a performance metric (e.g., accuracy).
5. Selection: Select architectures that best meet the constraints for further exploration.
6. Generate Variants: For each selected architecture, generate variants by altering layers, nodes, or
connections.
7. Evaluate Variants: Evaluate the new variants against the constraints.
8. Check Improvement: Check if there is an improvement in the performance metric within the
constraints.
o IfYes: Update the selection with better-performing architectures.
o [IfNo: Proceed to termination criteria.
9. Termination Criteria: Determine if the search has met the termination criteria (e.g., maximum iterations
or no further improvement).
o If Not Met: Go back to step 5 (Selection).
o If Met: Proceed to the final step.
10. Output Optimal Architecture: Output the architecture(s) that best meet the constraints and
performance metric.

11. End: End of the algorithm.

3.3. Objectives and Motivation

The primary objective of this research is to address the significant challenges associated with the
design and implementation of artificial intelligence (Al) systems, particularly those employing
deep neural networks (DNNSs), under stringent resource constraints. These challenges include high
computational demands, extensive memory requirements, and the need for rapid processing
speeds, which are critical for Al applications in near-sensor environments and on edge devices.
The motivation behind this work is twofold:
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1. Efficiency in Design: Despite the proven capabilities of DNNs in various domains, such as
image and text categorization, the design of these networks remains a labor-intensive and complex
task. Traditional methods for finding optimal network architectures are often prohibitively
expensive and time-consuming. There is a pressing need for a streamlined approach that can
discover efficient architecture more rapidly and at a lower cost.

2. Operational Constraints: Many Al applications are intended for deployment in environments
with limited computational resources, such as mobile and Internet of Things (I0T) devices. These
environments necessitate models that not only perform well but also adhere to strict memory and
processing time limitations. Furthermore, reliance on cloud-based processing introduces issues
related to connectivity dependence, data privacy, and operational costs.

To address these challenges, this work proposes a novel, constrained architectural search
methodology that aims to identify efficient DNN architectures that can operate within the specific
limitations of near-sensor Al systems. By doing so, this research seeks to broaden the applicability
of Al technologies, enabling their deployment in a wider range of settings, including those where
computational resources are scarce. The goal is to enhance the performance and accessibility of
Al systems, making them more adaptable to various operational constraints while maintaining high
levels of accuracy and efficiency. Our methodology focuses on designing a restricted neural
architecture search framework that optimizes for both cost-effectiveness and speed, making it
suitable for deployment on resource-constrained devices such as mobile phones and 10T devices.
To further enhance computational efficiency, we incorporate early-exit strategies into the NAS
framework. These strategies allow the network to make intermediate predictions, which can
significantly reduce inference time and resource usage for simpler inputs. By incorporating early-
exit strategies within a restricted NAS framework, our methodology addresses the key challenges
of deploying efficient neural networks on resource-constrained devices as shown in algorithm 1.
The proposed approach not only improves computational efficiency but also ensures high
performance, making it highly suitable for near-sensor Al applications.

4. Proposed Approach

In our study on premature exiting in machine learning models, we devised an experimental set
comprising various datasets and model architectures to assess the efficacy of our tailored objective
function. By integrating validation metrics and convergence criteria into the objective function,
we aimed to determine the optimal point for halting the training process. Our experimental setup
involved dividing datasets into training, validation, and test segments, with models subjected to
training under controlled conditions. Performance metrics such as accuracy, precision, and recall
were monitored across epochs.

To validate the performance and efficiency of premature exiting, we implemented a systematic
comparison against traditional training methods. This involved tracking the computational
resources consumed and the time taken to reach peak performance.

178



The Islamic University Journal of Applied Sciences (JESC) Issue I, Volume VI, July 2024

The results were obtained through rigorous testing, where each model was trained multiple times
to ensure consistency and reliability of the outcomes. Our analysis focused on identifying patterns
of performance plateauing and degradation, using these insights to refine the premature exiting
criteria. The innovative aspect of our approach lies in the dynamic adjustment of the training
process based on real-time performance evaluation, ensuring models do not overfit or waste
computational resources. This methodology has shown promise in significantly reducing training
times while maintaining or even enhancing model performance, marking a substantial
improvement over traditional extended training method. Our findings underscore the importance
of a well-crafted objective function in optimizing machine learning workflows, especially in
resource-constrained scenarios.

4.1. Neural Search Strategy: Explanation of the search strategy used to explore possible split
points.

In the realm of neural networks and machine learning, the neural search strategy refers to a
systematic approach for exploring and identifying optimal split points or decision boundaries
within data. This strategy plays a pivotal role in various applications such as decision trees,
gradient boosting, and neural network architectures, particularly when dealing with classification
tasks.

The primary objective of a neural search strategy is to efficiently navigate through the feature
space and identify the points at which the model can separate data into different classes or
categories most effectively. To achieve this, it often employs algorithms like gradient descent,
backpropagation, or evolutionary optimization techniques. In decision trees, for example, the
search strategy evaluates different features and their thresholds to split data into subsets that are as
pure as possible in terms of class labels. Gradient boosting algorithms iteratively optimize the
choice of split points to minimize the residual errors. In neural networks, the search strategy
involves adjusting the weights and biases of neurons to minimize the loss function, effectively
learning the optimal decision boundaries.

The choice of a search strategy depends on the problem complexity, dataset size, and
computational resources available. More sophisticated strategies may involve random sampling,
genetic algorithms, or Bayesian optimization to efficiently explore the vast feature space.
Ultimately, an effective neural search strategy is crucial for training accurate models that can
generalize well to unseen data. It enables models to learn intricate patterns and relationships within
the data, leading to improved performance and predictive capabilities across various machine
learning tasks.
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The restricted NAS framework operates within a constrained search space to ensure that the
resulting architectures are computationally feasible for edge devices.
The key components of the NAS framework are:

e Search Space Definition: Our search space includes various types of layers (e.g.,
convolutional, pooling, and fully connected layers), with constraints on their size and
complexity to ensure efficiency.

e Search Strategy: We utilize a modified evolutionary algorithm that focuses on optimizing
both accuracy and computational efficiency. The evolutionary process involves selection,
crossover, and mutation operations tailored to our constraints.

e Evaluation Metric: We introduce a composite metric that combines accuracy and
computational cost to guide the search process towards efficient architectures. Algorithm
2 demonstrate such explanation.

4.2. Exit Criteria: Conditions for premature exiting.

Exit criteria in the context of machine learning and optimization refer to the conditions or
thresholds that determine when a specific process, such as training a model or conducting an
experiment, should be prematurely terminated. These criteria are essential for preventing
unnecessary computational expenses and ensuring the efficient allocation of resources. Common
exit criteria include reaching a predefined level of performance (e.g., accuracy or loss), achieving
convergence (i.e., minimal improvement in the objective function), exceeding a time or resource
limit, or detecting signs of overfitting. By establishing clear and appropriate exit criteria,
practitioners can strike a balance between obtaining desirable results and conserving valuable time
and resources.

As shown in algorithm 3, Early-exit strategies allow the network to make intermediate predictions,
thus reducing inference time and computational load for simpler inputs. We integrate early-exit
branches at various depths of the network, enabling a flexible trade-off between accuracy and
efficiency.

e Design of Early-Exit Branches: Each early-exit branch consists of a few layers (e.g.,
convolutional layers followed by a classifier) designed to provide accurate predictions with
minimal computation.

e Optimization of Early-Exit Criteria: We optimize the criteria for early-exit (e.g.,
confidence thresholds) during the training process to ensure that the network exits early
whenever possible without compromising overall performance.
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Algorithm 2: Restricted NAS Framework

1: Initialize the population with random architectures
within the constrained search space

2: for each generation do

3: Evaluate each architecture using the composite
metric (accuracy and computational cost)

4: Select the top-performing architectures based on the
composite metric

5: Apply crossover and mutation to generate new
candidate architectures

6: Incorporate early-exit branches into candidate
architectures

7: Re-evaluate architectures with early-exit branches
using the composite metric

8: Select the final set of architectures for the next
generation

9: end for

10: Return the best-performing architecture

Algorithm 3: Early-Exit Branch Optimization

1: Initialize the network with early-exit branches at
predefined depths

2: for each training epoch do
3: for each input sample do

4: Compute intermediate predictions at each earlyexit
branch

5: Evaluate the confidence of each intermediate
prediction

6: If confidence exceeds the threshold, use the
intermediate prediction

7: Else, pass the input to the next layer
8: end for

9: Update the network parameters and confidence
thresholds based on loss and accuracy

10: end for

11: Return the optimized network with early-exit
branches

5. Results

Benchmarking is a fundamental practice in the field of artificial intelligence (Al) that involves
comparing a proposed approach against traditional methods to assess its effectiveness and
efficiency. In the context of splitting data effectively with premature exiting using neural network
search, benchmarking plays a pivotal role in evaluating the novelty and performance of the
proposed methodology in comparison to established Al techniques. Traditional methods for
splitting data and implementing premature exiting in Al encompass a range of strategies, including
decision trees, random forests, gradient boosting, and various heuristic approaches. These methods
often rely on handcrafted rules, feature engineering, or statistical techniques to make data
partitioning decisions and halt the training process when necessary. They have been widely used
in machine learning for classification tasks and have proven to be effective in many domains.
Activation function and Forward propagation in a layer is given by (1) and (2).

1
1+ez’

o(z) =

a[l] — g[l] (Z[l]), (2)

(1)

where z[1 = wlgl!=11 + plll and gl¥ is the activation function for layer /.
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We conduct experiments on standard image classification datasets, including CIFAR-10 and
ImageNet, which are widely used benchmarks for evaluating neural network performance. For
hardware configuration, We use an NVIDIA Tesla V100 GPU for training and evaluation, with
32GB of memory. For edge device simulations, we utilize a Raspberry Pi 4 Model B with 4GB
RAM. For the software configuration, the experiments are conducted using PyTorch 1.7 as the
deep learning framework. We implement our NAS framework and early-exit strategies within this
environment.

The proposed approach, on the other hand, involves utilizing neural network-based search
strategies to automatically discover optimal data splitting points and exit criteria. This
methodology leverages the power of deep learning and neural networks to learn intricate patterns
and relationships within the data, adaptively adjusting splitting decisions during training. It seeks
to combine the flexibility and representation learning capabilities of neural networks with the
efficiency of premature exiting, potentially leading to more accurate and efficient models.
Benchmarking these two approaches involves several key aspects:

e Performance Metrics: To assess the effectiveness of both methods, various performance
metrics are considered, such as accuracy, precision, recall, F1-score, and computational
efficiency. These metrics provide a comprehensive view of how well each approach splits
data and makes premature exit decisions.

e Data Diversity: A diverse dataset comprising different types of data, including structured,
unstructured, and real-world data, is used to test the robustness and generalization ability
of the methods. This ensures that the benchmarking results are applicable across various
domains and scenarios.

e Computational Resources: Benchmarking includes evaluating the computational
resources required for both approaches. This involves measuring the training time, memory
usage, and hardware requirements, allowing practitioners to make informed decisions
based on available resources.

e Hyperparameter Tuning: The benchmarking process may also involve hyperparameter
tuning for both methods to ensure that they are operating at their optimal configurations.
This helps to avoid any potential bias in the comparison due to suboptimal parameter
settings.

e Statistical Significance: To draw meaningful conclusions, statistical significance tests are
often applied to assess whether observed differences in performance are statistically
significant or could have occurred by random chance.

e Ultimately, benchmarking serves as a critical step in the evaluation and validation of the
proposed neural network-based approach for splitting data effectively with premature
exiting.
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Table-1. Number of layers vs. various metrics

Network Number of Accuracy (%) | Training Time | Number of Parameters
Name Layers (hrs) (millions)
NetA 5 85 1.5 2
NetB 10 90 2 4
NetC 15 92 3 8
NetD 20 93 4 16
NetE 25 94 5 32

It allows researchers and practitioners to determine whether the new methodology provides a
substantial improvement over traditional Al methods in terms of accuracy, efficiency, and
adaptability to various data types. Additionally, benchmarking can help identify scenarios where
the neural network-based approach excels and where traditional methods may still have their place,
facilitating informed decision-making in Al model development and deployment. Number of
layers with respect to various metrics is given by table 1 and figure 3. It is noticed that while the
number of layers increases it affects the accuracy level to be increased on one hand, but we see ,
it’s costly in the time of training. The Cost function and Cross-Entropy cost function for

classification is given below:

1 i ~
IW,b) =% (y® - )2,

I(W,b) = =—% y© log 3 + (1 — y©) log (1 - 9),
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Figure-3. Representation of Number of Layers vs. Various Metrics

5.1. Real-world Application: Demonstrating the performance of the proposed method in real-
world scenarios.

Demonstrating the performance of the proposed method for Artificial Intelligence Splitting
Effectively with Premature Exiting Using Neural Network Search in real-world scenarios is crucial
to validate its practical utility and effectiveness across diverse applications. Such real-world
applications showcase the methodology's adaptability and potential impact on addressing practical
challenges in fields where Al plays a pivotal role.

One compelling real-world application of this methodology can be found in the realm of medical
diagnostics, specifically in the domain of disease classification from medical images. In medical
imaging tasks like the detection of lung cancer from CT scans or diabetic retinopathy from retinal
images, the accuracy and efficiency of data splitting and model training are of paramount importance.
Traditional approaches may require expert-designed heuristics to determine how to split data into
training and validation sets and when to halt training, which can be suboptimal and time-consuming.

By applying the proposed method in this context, Al researchers and medical practitioners can
potentially benefit from its ability to autonomously discover optimal data splitting strategies and exit
criteria.

The neural network-based search can adapt to the nuances of medical image data, such as variations
in image quality and patient demographics. Moreover, it can help in identifying the right moment to
stop training, preventing overfitting and reducing computational costs.
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The methodology's performance can be evaluated using critical metrics like sensitivity, specificity,
and AUC-ROC, demonstrating its ability to aid in early and accurate disease diagnosis. Another real-
world application lies in autonomous vehicles and their perception systems. Training neural
networks to accurately recognize and interpret visual data from cameras, LiDAR, and radar sensors
is a complex task and given by table 2 and figure 4. It shows the decreasing in validation error rate
while the number in epochs increased. The proposed method can be employed to fine-tune models
for various driving scenarios, including lane detection, object recognition, and pedestrian tracking.
Neural network search can adaptively determine when to exit training, ensuring that the models
achieve a delicate balance between accuracy and computational efficiency. In a safety-critical
domain like autonomous driving, where split-second decisions matter, demonstrating the
effectiveness of the methodology through real-world testing and validation is essential.

Table 2. Datasets trained vs. various metrics.

Network Datasets Validation Test Exrror | Epochs Required
Name Trained Error (%) (%)
NetA 10 10 12 10
NetB 20 8 10 15
NetC 30 6 8 20
NetD 40 5 7 25
NetE 50 4 5 30
60 14
50 12
10
40
[] 5
30
6
20
4
10 2
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Figure 4. Representation of Number of Layers vs. Various Metrics
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Furthermore, in the financial sector, where Al is increasingly utilized for fraud detection, portfolio
optimization, and algorithmic trading, the proposed method can be applied to enhance model
development. Detecting fraudulent transactions or optimizing trading strategies require models that
can adapt quickly to changing market conditions while maintaining high accuracy. By automating
the data splitting and training termination decisions, the methodology can help financial institutions
improve their models' performance and reduce risks. Real-world testing can involve evaluating the
model's performance on historical data and comparing it against traditional methods to showcase its
advantages in terms of both accuracy and efficiency. Backpropagation and Dropout regularization
(for layer t) is given by (5), (6) and (7) respectively.

[ =yl — o 2
wtl =w a wll]’ (5)
[ = pltl — o 9L
plll =p PTIL (6)
d! = np.random.rand (alYl. shape[0], a'¥. shape[1]) < keep_prob, (7)

where d!" is the dropout mask and keep_prob is the probability of keeping a neuron active.

In all these real-world applications, the proposed method's performance can be quantified not only
in terms of traditional metrics but also in practical benefits such as reduced computational resources,
improved model generalization, and faster deployment of Al systems. These real-world
demonstrations serve as compelling evidence of the methodology's effectiveness and its potential to
transform various industries by making Al model development more efficient, accurate, and
adaptable to the challenges of complex and dynamic environments. Such applications validate the
practical relevance of the proposed approach and underscore its significance in advancing the field
of artificial intelligence.

5.2. Computational Overhead: Analysis of the computational savings achieved.

The analysis of the computational savings achieved through the approach of Splitting Effectively
with Premature Exiting Using Neural Network Search is crucial for understanding the practical
benefits and efficiency gains that this methodology offers in comparison to traditional methods.
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This analysis focuses on quantifying the reduction in computational resources, training time, and
associated costs, highlighting the potential impact on various applications. First and foremost, one
of the key advantages of this approach is its ability to significantly reduce the computational
resources required during the training phase of machine learning models. Traditional methods may
involve extensive trial and error in determining optimal splitting criteria and training epochs, often
consuming a substantial amount of CPU or GPU time and given by table 3 and figure 5. In contrast,
the neural network search approach dynamically adapts these decisions, learning from the data itself.

The savings in computational resources become particularly evident when dealing with large datasets
and complex neural network architectures. For instance, in deep learning applications involving
massive image datasets or natural language processing tasks, the proposed method can lead to
substantial reductions in training time. This not only accelerates the model development cycle but
also lowers the operational costs associated with utilizing high-performance computing
infrastructure.

Table 3. Network Hyperparameters

Network Learning Batch Dropout Regularization
Name Rate Size Rate (%) Lambda
NetA 0.01 32 5 0.1
NetB 0.005 64 10 0.2
NetC 0.001 128 15 0.3
NetD 0.0005 256 20 0.4
NetE 0.0001 512 25 0.5

Furthermore, the computational savings achieved through premature exiting using neural network
search extend beyond just training time. By dynamically deciding when to halt training, the
approach prevents overfitting, which is a common issue in machine learning. Overfit models tend
to require more computational resources and time to train, and they often perform poorly on
unseen data. The methodology's ability to curb overfitting leads to a more efficient allocation of
computational resources and a higher likelihood of producing models that generalize well. In
addition to the direct computational benefits, there are indirect cost savings associated with this
approach. Traditional methods may necessitate extensive hyperparameter tuning and expert
intervention to fine-tune the data splitting process and training stopping criteria. These activities
require skilled personnel and can be time-consuming, translating into increased labor costs. In
contrast, the automated and adaptive nature of neural network search reduces the need for manual
intervention and hyperparameter tuning, further streamlining the model development pipeline and
reducing associated labor costs.
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Figure-5. Representation of Number of Layers vs. Various Metrics

To conduct a comprehensive analysis of computational savings, it is essential to measure and
compare specific metrics. These may include:

e Training Time: Quantify the time taken to train a model using the neural network search
approach and compare it to traditional methods on various datasets and network
architectures.

e Resource Utilization: Measure the CPU/GPU usage and memory consumption during
training for both approaches to assess resource efficiency.

e Cost Analysis: Calculate the cost savings achieved by reducing training time and the need
for manual intervention, considering factors like cloud computing costs or hardware
maintenance expenses.

e Scalability: Evaluate how the computational savings scale with the size of the dataset and
complexity of the neural network, showcasing the adaptability of the methodology.

e Model Performance: Ensure that the computational savings do not come at the expense of
model performance, comparing the accuracy and generalization capabilities of models
generated by both methods.

In brief, the analysis of computational savings achieved through Splitting Effectively with Premature
Exiting Using Neural Network Search is instrumental in demonstrating the practical advantages of
this approach. By quantifying the reduction in training time, resource utilization, and associated
costs, this analysis underscores the methodology's potential to make machine learning more efficient,
cost-effective, and accessible across a wide range of applications.
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Weight regularization (L2 regularization) and Restricted Boltzmann Machine (RBM) Energy
Function are given by (8) and (9):

A
]reg =] +ﬁz | WU]”IZT: (8)

E(U,h) = —2 a; v; —Z b] h] —Z viwijhj’

where v and h are visible and hidden units, respectively and a;, b; and w;; are biases and
weights.

These savings not only accelerate model development but also contribute to the broader adoption of
Al in various industries. In Table 1 and Figure 3 dataset demonstrates the relationship between the
number of layers in different neural networks and their performance metrics. As the number of layers
increases, accuracy also sees an upward trend. However, this increase in accuracy comes at the cost
of longer training times and a higher number of parameters. The graph effectively visualizes this
trade-off, highlighting the efficiency and complexity of deeper networks. The focus in Table 2 and
Figure 4 is on the number of datasets trained against various metrics. As networks train on more
datasets, their validation and test errors decrease, indicating improved generalization. The graph
accentuates the importance of diverse training data in model performance. Table 3 and Figure 5 lay
out the different hyperparameters used in various networks, such as learning rate, batch size, dropout
rate, and regularization.

Table-4. Network Activation and Initialization

Network Name | Activation Final Layer Weight Optimizer Count of
Function Activation Initialization Network
Name

NetA ReLU Softmax Xavier Adam 2
NetB Sigmoid Sigmoid He SGD 1
NetC Tanh Softmax Xavier RMSprop 1
NetD Leaky ReLU Softmax He Adam 1
NetE Swish Sigmoid He Adagrad 1
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These parameters play a crucial role in optimizing the network's performance and preventing
overfitting. Table 4 and Figure 6 dataset present the activation functions, final layer activations,
weight initializations, and optimizers used in different networks. Such choices greatly influence the
training dynamics and the model's ability to capture complex patterns. RBM Gibbs Sampling and
Softmax Activation Function are given by (9), (10) and (110 respectively.

25

1
) I I I
0

Adagrad Adam RMSprop SGD

Figure 6. Representation of Network Activation and Initialization

Table-5. Network Performance Metrics

Network Name | Feature Extraction Inference Time Memory Usage Model File
Time (s) (ms) (MB) Size (MB)
NetA 5 50 500 10
NetB 10 45 1000 20
NetC 15 40 1500 30
NetD 20 35 2000 40
NetE 25 30 2500 50
P(hj = 1|v) = a(b; + L= w;; 1) (9)
P(v; = 1|h) = a(a; + X7 wij y) (10)
, el
P(y =jl2) = sx—= (1)

Where K is the number of classes.
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Figure-7. Representation of Network Performance Metrics

Table 5 and Figure 7 dataset delves into the practical implications of deploying these networks. It
covers metrics like feature extraction time, inference time, memory usage, and model file size. These
metrics are essential for real-world applications, where efficiency and speed are as crucial as

accuracy.

Moreover, to compare to other existing works, we evaluate the performance of our proposed
approach, we use the following metrics:

Accuracy: Measured as the percentage of correctly classified images on the test set.
Inference Time: Average time taken to process an image, measured in milliseconds (ms).
Model Size: Total size of the trained model, measured in megabytes (MB).

Energy Consumption: Measured using an energy monitoring tool to track power usage during
inference.

We assess the effectiveness of the early-exit strategies by comparing the following:

Exit Accuracy: The accuracy of predictions made at each early-exit point.

Exit Frequency: The proportion of inputs exiting at each early-exit point.

Overall Efficiency: Combined metric of accuracy and inference time considering the early
exits.

In table 6; We consider a baseline comparison; We compare our proposed models against state-of-
the-art NAS methods (e.g., EfficientNet [18], DARTS [21]). In addition, We evaluate the accuracy
and inference time at each early-exit point and compare it to the final exit.
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Table 6 : performance of the proposed approached to other existing works

Model Accuracy (%) | Inference Time (ms) | Model Size (MB) | Energy Consumption (J)
EfficientNet [18] | 85.4 35 20 50
DARTS [21] 84.3 40 22 55
Proposed NAS 85.0 30 18 45
Early-Exit 1 82.0 10 18 20
Early-Exit 2 83.5 20 18 30
Final Exit 85.0 30 18 45

As shown in table 6, Our proposed NAS achieves comparable accuracy to EfficientNet [18] and
DARTS [21], while being more computationally efficient. The integration of early-exit points
significantly reduces inference time for simpler inputs. The quantization and pruning techniques
reduce the model size without a significant loss in accuracy. Our approach demonstrates lower
energy consumption, making it suitable for deployment on resource-constrained devices.

As shown in table 7, Our approach shows notable improvements in inference time and energy
consumption due to the early-exit strategies, which are not typically considered in traditional NAS
methods. The table below provides a detailed comparison of our results with existing works:

Table 7, performance analysis to existing works

Metric EfficientNet [18] | DARTS |21] | Proposed NAS
Accuracy (%) 854 84.3 85.0

[nference Time (ms) 35 40 30

Model Size (MB) 20 22 18

Energy Consumption (1) | 50 55 45

The results demonstrate that our proposed NAS framework with early-exit strategies offers a
significant improvement in computational efficiency while maintaining high accuracy. This makes
it highly suitable for real-time applications on resource-constrained devices.
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Discussions

The optimization of neural networks for Al splitting tasks represents a unique set of challenges.
Al splitting tasks involve dividing a neural network into smaller sub-networks that can be
distributed across multiple devices or nodes, often to improve efficiency, reduce latency, or ensure
scalability. This process requires careful consideration of architecture design, model size, and
resource allocation. Neural network search techniques play a pivotal role in finding the optimal
sub-networks for splitting tasks, as they help identify architectures that strike a balance between
performance and resource constraints. One of the fundamental approaches to neural network
search in the context of Al splitting tasks is architecture search. Architecture search methods
explore a vast search space of neural network architectures to find configurations that meet specific
criteria. These methods can be broadly categorized into two main categories: manual design and
automated search. Manual design, as the name suggests, involves the expertise and intuition of
human researchers. This approach has been prevalent in the early days of neural network
development when researchers handcrafted architectures based on their domain knowledge. While
manual design can lead to effective architecture, it is often limited by human biases and the
inability to explore the entire architecture space comprehensively. In the context of Al splitting
tasks, manually designing sub-networks can be time-consuming and may not fully leverage the
potential for optimization. The experimental results provide strong evidence supporting the
effectiveness and efficiency of our proposed restricted NAS framework with integrated early-exit
strategies. In this section, we discuss the implications of our findings, compare our approach with
existing methods, and highlight the contributions and limitations of our work.

Our proposed NAS framework achieved an accuracy of 85.0%, comparable to state-of-the-art
methods such as EfficientNet (85.4%) and DARTS (84.3%). However, our approach significantly
outperformed these methods in terms of inference time and energy consumption. For example, the
average inference time for our model was 30 ms, compared to 35 ms for EfficientNet and 40 ms
for DARTS. This demonstrates that our approach can deliver high accuracy while being
computationally efficient. The integration of early-exit strategies was a key factor in reducing
inference time and energy consumption. Our experiments showed that:

e Early-Exit 1 provided an accuracy of 82.0% with an inference time of only 10 ms and
energy consumption of 20 J.

e Early-Exit 2 improved accuracy to 83.5% with an inference time of 20 ms and energy
consumption of 30 J.

e The final exit maintained the highest accuracy of 85.0% with an inference time of 30 ms
and energy consumption of 45 J.

These results indicate that early exits allow the network to terminate inference early for simpler
inputs, significantly enhancing overall efficiency without greatly compromising accuracy.
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e Model Size and Optimization Techniques: The application of quantization and pruning
techniques effectively reduced the model size to 18 MB, which is smaller than EfficientNet
(20 MB) and DARTS (22 MB). This reduction in model size is critical for deployment on
resource-constrained devices, where memory and storage are limited.

Our approach demonstrates several advantages over existing NAS methods:

e Computational Efficiency: By integrating early-exit strategies, our framework significantly
reduces inference time and energy consumption, which is crucial for realtime applications
on mobile and IoT devices.

e Balanced Performance: While traditional NAS methods focus primarily on accuracy, our
approach achieves a balance between accuracy and computational efficiency, making it
more suitable for edge applications.

e Model Optimization: Quantization and pruning techniques further enhance the efficiency
of our models, making them lightweight and faster without sacrificing significant accuracy.

The results of our experiments have important implications for near-sensor Al applications:

e Real-Time Inference: The reduced inference time and energy consumption make our
approach ideal for applications requiring real-time responses, such as autonomous vehicles,
drones, and smart cameras.

e Resource-Constrained Environments: The smaller model size and efficient computation
enable deployment on devices with limited resources, such as smartphones and IoT
sensors, expanding the potential use cases for advanced Al models.

6. Conclusion

The proposed restricted NAS framework with integrated early-exit strategies offers a significant

advancement in the design of efficient neural networks for resource-constrained environments.
The experimental results demonstrate that our approach achieves a balance between high accuracy
and computational efficiency, making it well-suited for real-time, near-sensor Al applications.
Future research should build on these findings to further refine and extend the capabilities of the
proposed framework. While our approach shows promising results, there are several limitations
and areas for future work. Our experiments focused on image classification. Future work should
explore the generalization of our approach to other tasks, such as object detection and
segmentation. Developing more sophisticated early-exit strategies that adapt dynamically based
on input complexity could further enhance efficiency. Tailoring the optimization techniques to
specific hardware platforms could yield additional performance improvements.
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Abstract: Cement production offers the opportunity to recycle and valorize certain mining
wastes, containing the main cement oxides. This study presents a Python program for finding the
optimum composition of a limestone-clay cementitious mixture in which we recycle mining
waste (LCy%Wx%) to produce a Portland clinker as close as possible to a clinker taken as a
reference (RR). The aim of this Python program is to determine the percentages of limestone,
clay and waste in the LCW, by equating eleven of its characteristics to those of the reference raw
meal; these characteristics encompass the four oxide compositions (CaO, SiO», Fe.03, Al203),
three moduli (LSF, SR, AF) and the proportions of the clinker's four main phases. This program
allows the user to select limestone-clay-waste raw materials and a target reference with its
eleven parameters. The script execution generates eleven solutions, stored in files as numerical
tables and graphs. These results facilitate the selection of optimum percentages of cementitious
raw materials. Ultimately, this recycling process offers both economic and ecological benefits.
Keywords: Cement raw, Mining waste, Recycling, Numerical simulation, Environmental
impact.
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1. Introduction

Worldwide, mining activities generate enormous quantities of mining waste estimated, annually,
at 65 billion tons [1]. These wastes affect the lives of humans, animals and plants because they
pollute water, air and soil [2,3]. It is therefore necessary to recycle and possibly valorize mining
waste [4-8], with economic and ecological benefits, and contribute to a more sustainable and
circular economy [9,10]. However, beyond economic objectives, ecological considerations have
become an imperative rather than a luxury for humanity. Generally, mining waste contains
oxides like SiOz, Fe;03, Al,03, CaO, SOz, MgO, K>0, Naz0O, etc. and the mined mineral; many
of these oxides are found in cement. Furthermore, cement is a strategic and crucial material for
human needs; in fact, according to Cembureau, global cement consumption reached 4.17 Gt in
2020 and the United Nations notes that concrete is the second most consumed product in the
world, after water [11,12]. The enormous quantities of cement produced offer the possibility of
recycling mining waste, and more generally industrial and construction waste. Usually cement is
mainly formed by 80% limestone and 20% clay (weight), and the cement raw meal is heated to
around 1450°-1500°C. There are more than ten different types of cement [13,14] and their
composition of major oxides varies: calcium oxide 1 to 63%, silicon oxide 22 to 85%, aluminum
oxides 7 to 23% and iron oxides 0 to 4%. Coal mining is one of the most important mining
activities. Indeed, coal is a crucial strategic material for the world and constitutes 70% of fossil
energy resources [15], but its extraction generates large quantities of waste of up to 15% by
weight [16]. Several ways of recycling and valorizing coal gangue are exploited, particularly in
the production of cement [17-20]. In our previous study by Belkheiri et al.[21], we studied the
limestone-coal gangue cement mixture, because our characterizations had shown that the coal
gangue is formed of quartz, clays and coal remains; and for this reason it plays the role of clay
and source of energy. We carried out a computer simulation to determine the optimal
percentages of limestone and gangue, and ultimately we had developed a good clinker limestone-
ganguel8.5% close to a clinker taken as a reference. More generally, in this study, we are
interested in recycling certain mining waste from coal, phosphate and iron mines because, for
logistical reasons, these mines are located near cement plants. The goal of the current work is to
use a Python program to determine the optimal percentages of limestone, clay and mining waste
to develop Portland clinkers as close as possible to a clinker taken as a reference. The choice of
the Python programming language is due to its great popularity, as it is both powerful and easy to
use; it is open-source and free. Python is also versatile and can be used to develop office
software and web applications.
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2. Materials and methods
2.1 Raw materials

Table 1: Notation of the cementitious compounds

Compound CaO SIOZ A|203 Fe,03 SOz MgO Na,0O, K,O 3C308|02 2C38|Oz 3CQOA|203 4CﬁO.A|203.F9203

Notation C S A F S M NK CsS C.S C:A C.,AF

We consider cementitious materials used in two cement plants in the cities of Oujda and
Marrakech; the mining waste that we wish to recycle comes from neighboring mines, for
logistical reasons. These materials are listed in Table 2 with the following abbreviations:

LX: Limestone-Origin, X designates the origin:O for Oujda O, or M for Marrakech;

CX: Clay-Origin (or schist SX);

RX: Raw meal-Origin is a cement raw from a cement plant;

MW: MiningWaste. We consider the coal waste CW; the ZnO waste ZW(ZnO-PbQO) and others
[22]; the phosphate waste PW; the phosphate sludge SW [23]; the phosphogypse waste GW [24];
and from the iron-rich mine, we have the ferric waste FW [25];

MA: Mining-Ash. We consider fly ash from phosphate PA [26], and the pyrrhotite ash FA [27].
In Table 2, we indicate the raw feed, of cement plant, designated as the reference RO. Our
objective is to produce a clinker that closely resembles this reference raw feed will be denoted
with the index "ref" such as: Cref, Sref, ..., LSFref, ..., CaAFrer.

Table 2: %wt (XRF) of cement materials and mining waste
Material Num C S A F S M NK LOI TOTAL Component
428 138 34 22 01 15 06 350 994 Raw reference

RO 1

LO 2 502 48 14 06 01 15 05 40.6 99.8 Limestone
LM 3 472 49 10 05 0.0 09 0.2 454 100.0 Limestone
CO 4 10.3 484 138 6.8 00 26 29 150 99.9 Clay

CM 5 114 465 145 54 00 34 27 172 101.1 Clay

SM 6 121 503 136 24 00 09 79 128 100.0 Schist

CwW 7 08 524 219 46 36 13 3.8 10.6 98.9 Coal waste
ZW 8 19.0 296 43 311 00 32 09 1.7 899 WasteZn-Pb
FW 9 06 525 18 102 223 06 03 11.2 995 Pyrhwaste
PW 10 430 116 09 04 08 33 0.6 395 100.0 Phos waste
SW 11 342 228 25 09 00 41 12 343 1000 Phosludge
GW 12 315 05 01 01 469 16 0.0 16.0 96.7 Phosgypsum
FA 13 05 130 40 649 40 27 08 7.7 977 Pyrhwaste
PA 14 48 52 23 59 05 2 17 10 992 Phospho-ash
AA 15 27 323 133 354 22 25 13 89 984 FA50%-PA50%
None* 16 00 00 00 00 00 00 00 0.0 00 None
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*The "None component™ is a fictitious material, it is introduced for the purposes of the Python
program; this program is designed for three materials limestone-clay-other, in the limestone-clay
case the third material "None" has compositions of 0%. We can also consider a material which is
a mixture of two, or more, materials among those available, for example a waste formed by
mixing two mining waste like AA: FA50%PA50%.

2.2. Definitions and expressions

In the cement process, certain physicochemical properties of the cementitious mixture are given

by the following three moduli:

100C

. lee Saturation faCtOI’ . LSF = 3 851165AT03F

« Silicaratio: SR=-

* Alumino-ferrate ratio : AF =2

The raw feed will be heated at 1450°C to obtain a clinker. The composition of the four main
phases of clinker can be estimated by a suitable formula. This composition is usually given by
the Bogue or Taylor methods [28,29], but we have used the proposal by Shim et al [30] given in
Table 3; this system of equations is based on experimental data, and has good accuracy for
cement mixtures with a C/S ratio of between 2.2 and 3.2. The choice of this Shim model is due to
the fact that it comes from many practical experiments. However, it is possible to use other
theoretical methods, by Bogue or Taylor, by changing the matrix k to kB (Bogue) presented in
grey on lines 89-92 of the script, and thus, compare the results on the percentages of the clinker
phases.

Table 3: Compositions in clinker’s phases calculated by the model Shim et al

Phase Usual range* Notation Calculation of the expected mass composition by Shim’s model

CsS  45-65 pr = 4088 C - 7212 S - 6.745 A - 1436 F - 2.863 S
C.S  10-30 p2 = -3113 C + 8442 S + 5136 A + 1.093 F + 2180 S
CsA 5-12 ps = 0028 C - 0153 S + 2604 A - 1702 F - 0.020 S
C4AF 6-12 ps = -001 C - 0058 S + 0016 A + 3.047 F + 0.007 S

*in UK and Europe.

2.3. Methods

The user must have the Python software installed on his computer. The Python program
named LCyWx.py is elaborated for raw feeds formed by Limestone (100-y-x %wt)+Clay (y
%wt) + Waste (x%wt), where W is a mining waste or none. We will have to study eleven
functions Wi (x, y), where Wi can be one of the oxides C (x, y), S (X, ¥), A (X, ¥), F (X, y); moduli
LSF (X, ¥), SR (X, ¥), AF (X, y); and the compositions of clinker’s phases denoted in Table 3:

pl(X’ y)’ cet p4(X! y)'

202



The Islamic University Journal of Applied Sciences (JESC) Issue I, Volume VI, July 2024

The expressions of the Wi (X, y) functions, vs x-y, are established by Python using the data of the
Table 2. For mixtures LCyNone we have to study Wi(y) and for LCyOWx, we have to study Wi
(X, yo=cst), where yo=Yop-a. , >0 and yop is an optimal value chosen by the user after studying the
LCyNone. The approach of the Python program is given by Figurel; the version used is 3.7.4
(Win,64 bits), with Pyzo interpreter.

Figure 1: Description of the steps of the python program

Input : the file-data (table) for different materials (LCW,Ref) and their composition in oxides

¢

1-Import data contained in table 4 (xlIs, txt) as a matrix : rows(materials)-columns(% oxides)

2-Imported table 4, above, contains the user's choices for materials LCW/Ref and intervals.

3-Determination of expressions C(x,y)...F(x,y) for the studied mixture LCy%\Wx%

4-Determination of moduli : Isf(x,y),sr(x,y) and af(xy)
5-Determination of phases : P4 (xy)...p 4(x,y)
6-Determination of 11 parameters Wy for the reference raw : oxideso,lsfo,sro,afo,p10...p 40

7-For the studied LCyWYx : generation of a table with 11 solutions (x or y) to W=,

Tasks of the Python program

8-Graphs for 11 functions Lpi(x,y) or £i=(L|Ji-L|JiO)/L|Ji0

¢

Outputs (steps 7 and 8) : file (11 solutions in table) and 11 graphs si(x ory).

3. Results and discussion
3.1. Prelude

For the studied mixtures LCyWx, the composition in oxides constitutes the basis of calculations,
and the compositions of oxides are calculated after considering losses on ignition; thus for C,
(100-y-x).C_+YyC.+xC,

'100—(100—y —x).LOI, +y.LOl +x.LOI,,
Where C., Cc, Cw are the percentages of C, respectively in limestone, in the clay and in the
waste; LOIL, LOIc, LOIw are the percentages of loss on ignition in these materials. For the raw
feed reference, these 11 quantities are constant and noted Wi, ref: Cref, Sref, ..., paref. It IS possible
to predict qualitatively the effect of the variation of y or x on the five characteristics C, S, A, F,
AF, which are homographic functions in the form:

ax+b OD; ad —bc

D (X, = ; =
i (6 Y2 cx+d ox  (cx+d)?

we have: C(x,y)=100
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where y1 is constant. The variations of this function are given by its derivative ; if the numerator
a.d-b.c >0: @; is increasing when the variable x increases, and if a.d-b.c< 0, ®; decreases when x
increases; a, b, ¢ and d are listed in Table 2.

The Python program generates a second file containing graphs of the relevant functions of the

i,ref

|
form, &(x,y)=— , Which must not deviate too much from zero and this allows to

i,ref

assess the similarity of the studied mixture with the targeted reference.

3.2. Choices of the user added to Table 2 transformed into Table 4

After the "None" line in Table 2, the user adds additional lines : Choices1(line 20 in python
program) or 2 or 3 where he specify four lines (in table cemat.xls) : limestone-clay-waste-
reference by giving their respective four numbers given in the 2d column of Table 4 ;

For the two mixtures LCyNone or LCyOWX, the user gives bounds of the intervals for graphs &i
(X, ¥): (Y1, ¥2), (X1, X2), and the value yo used for LCyOWx. The Python program uses data of
table 4 to conduct calculations and simulations for mixtures LCyNone or LCyOWX ; this program
is given in appendix. Table 4 is a file (cemat.xls for example) containing the material
compositions obtained by XRF and completed with the user's nine choices : four materials, four
bounds and yo.

The user have to place the two files, namely "cemat.xIs" containing Table 4 and the Python
program "LCyWx.py" (lines 1-296), in the same folder (cempy for example), and it must modify
line 9 to indicate the path to this folder (for example : path = 'C:/Users/Desktop/cempy) ; the
program "LCyWx.py" can be copied (without the first column containing numbers of
instruction’s lines) into the script part of the Python software, saved and, then, executed via the
RUN menu. Upon execution, two output files are produced: one table file containing the eleven
solutions and a file with the eleven graphs &i (X, y); both output files will be stored in the same
folder as the "LCW.py" program. The analysis of these results allows the user to make a
compromise and choose the optimal cementitious mixture for the targeted Clinker. The program
"LCyWx.py" contains explanatory texts written after a hash (#), which are ignored by Python but
helpful for user s' understanding. If the user wants to calculate the percentages of the phases
using the Bogue model, he must change the elements of matrix k from lines between lines 81-85.
However, the program uses calculations presented in Table 3, which attenuates the influence of
the adopted model when working with relative deviations gpn (X, y) between the studied raw feed
and the reference.
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Table 4: XRF Composition of limestones, clays and mining waste; with user’s choices

Material Number C S A F S M NK* LOI TOTAL Component
RO: 1 42,8 13,8 34 2,2 0,1 15 0,6 350 994 raw-r-other
RO> 2 42,8 12,3 3,7 1,7 03 20 0,9 36,3 99,9 rawreference
LO 3 50,2 4.8 14 0,6 0,1 15 0,5 40,6 998 limestone
LO: 4 48,2 5,7 2,0 0,7 02 1.2 0,6 40,6 99,2 limestone2
LM 5 47,2 4,9 1,0 0,5 00 09 0,2 454 100,0 limestone
CO 6 10,3 48,4 13,8 6,8 00 26 2,9 150 999 clay
CM 7 114 46,5 14,5 54 00 34 2,7 17,2 1011 clay
SM 8 12,1 50,3 13,6 2,4 00 09 7,9 12,8 100,0 schist
CwW, 9 0,7 52,4 21,9 4.6 35 13 3,8 10,6 98,68 coalwaste
CW: 10 0,6 52,2 21,6 4,7 10 10 3,0 142 981 coalwaste
CW;s 11 1,0 54,2 17,7 8,9 00 13 3,3 125 981 coalwaste
W 12 19,0 29,6 4,3 31,1 00 32 0,9 1,7 89,9 wasteZn-Pb
FW 13 0,6 52,5 18 10,2 22,3 0,6 0,3 112 995 pyrhwaste
PW 14 43,0 11,6 0,9 0,4 08 33 0,6 39,5 100,0 phoswaste
SW 15 34,2 22,8 2,5 0,9 00 41 1,2 34,3 100,0 phosludge
GW 16 31,5 0,5 0,1 0,1 46,9 1,6 0,0 16,0 96,7 phosgypsum
FA 17 0,5 13,0 4,0 64,9 40 27 0,8 7,7 97,7 pyrhwaste
PA 18 4.8 51,5 22,6 5,9 05 22 1,7 10 99,2 phospho-ash
AA 19 2,7 32,3 13,3 354 22 25 1,3 8,9 98,4 FA-PA
None 20 0,0 0,0 0,0 0,0 0,0 0,0 0,0 0,0 0,0 none
Mat/choices  choicel choice2 choice3 etc.
limestone 3 3 3
clay 6 9 9
waste or none 20 20 12
referenceraw 2 2 2
IntervalsGraphs Min(yzor Max(y20rxz c

X1) )
LCyNone graph 15 25 variable
&i(x=0,y)
LCycWx : graph si(x,yc) 0 10 17

Put this file cemat.xls with LCW.py

in your (same) folder cempy. Path 'C:/Users/belkh/Desktop/cempy/*

3.3. Application for a usual raw meal Limestone-Clay-None

Among the different cases treated LCyNone with the two main materials, limestone-clay, of a
cement raw meal, we present, for example, the results for the LOCOy mixture and RO as a
reference; all materials limestone-Clay-Reference are from Oujda plant. The program produces
the two files : Table 5 gives 11 mixtures corresponding to the 11 solutions, and Figure 2 shows
the graphs of the 11 functions ¢ relative to the four oxides, three modules, and four phases
respectively; the dashed line corresponds to the reference with gip =0. The deviation of a graph
from this line reflects the divergence of the studied mixture from the reference.
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Figure 2: Graphs for the cementitious mixture LOCOyNone
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Table 5: Values for eleven parameters for the raw feed LOCOyNone
using Shim proposition (rejected value if C/S out of interval 2.2-3.2)
02/01/24, 15:32  RO-vs-MIX:LOCONone Calculations using Shim —proposition (from experiments)
Solution Ref:RO  %LO 9%CO %None C: S: A: F: LSF: SR: AF: CsS: CsS: CzA: C4AF: CIS
60-69 18-24 4-8 1-8 92-102 18-2.7 1-15 50-70 15-30 5-10 5-10 2.2-3.2
C= 67,1 81,9 18,1 0 67,13 19,89 567 27 100,36 2,38 HV:2.1 HV:88.31 RV 8,99 6,51 3,38
S= 19,2 8297 17,03 0 68,08 19,25 548 261 HV:105.22 2,38 HV:2.1 HV:98.25 RV 8,8 6,25 3,54
A= 57 81,57 1843 0 66,83 20,09 573 2,73 98,94 2,38 HV:2.1 HV:85.26 RV 9,05 6,58 3,33
F= 2,7 81,6 18,4 0 66,86 20,07 572 2,73 99,07 2,38 HV:2.1 HV:85.54 RV 9,05 6,58 3,33
LSF= 103,8 82,67 17,33 0 67,81 1943 554 264 HV:103.82 2,38 HV:2.1 HV:95.46 RV 8,85 6,32 3,49
SR= 2,3 RV RV 0 RV RV RV RV  LV:-292.55 2,28 HV:1.84 RV RV RV RV RV
AF= 21 8222 17,78 0 67,41 19,7 561 2,68 101,78 2,38 HV:2.1 HV:91.27 RV 8,93 6,43 3,42
CsS= 65,8 7944 2056 0 6495 21,36 6,09 291 LV:90.45 2,37 HV:2.09 65,77 LV:12.92 9,44 7,09 3,04
CzS= 23,9 7817 21,83 0 63,85 22,1 63 3,02 LV:8591 2,37 HV:2.09 54,31 23,85 9,66 7,38 2,89
C3A= 39 RV RV 0 91,89 3,18 091 0,32 HV:864.85 2,59 HV:2.86 RV RV LV:3.91 RV 28,9
CuAF= 1,5 RV RV 0 8567 7,37 21 092 HV:34628 244 HV:229 RV RV 518 LV:1.54 11,62
Remarks: RV: RejectedValue LV: LowValue HV: HighValue Shim  proposition 2.22 <C/s< 321
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Fort he Shim’s model, the criterion C3S=C3Sres =65.8 respects the ratio C/S=3.04 between 2.2
and 3.2; the correspondant mixture is LOCO20.5%None. If we use Bogue’s model, and for the
optimal solution C3Sg= CsSrefp =66.9 (B means Bogue’s model), we obtain the mixture
LOCO19.5%NoneB and the values of oxides-modulis-phases are respectivly: 65.7, 20.7, 5.91,
2.82,94.5,2.37, 2.09, 66.8, 8.96, 10.88, 8.59.

3.4. Application for raw meal Limestone-Clay-Waste

The simulation shows that the limestone-shale mixture LMSMy% approaches the cru-
reference for y in the interval 19.7-20.5%, but the AF modulus, AF= 3.9, is higher than 1.5.
Therefore, we propose using the FW waste or FA waste as a third material to optimize the
mixture LMSM19None, and we have selected yo=19 as the optimal value. Figure 3 illustrates the
graphs of functions &i(x or y) and €io=0 related to this analysis. We were content to reason on
graphs and omitted to give the table containing the 11 solutions, for this cement mix, with the
chosen reference RO. Figure 3, below, illustrates the graphs of functions related to this analysis.
The results reveal that despite incorporating mining waste as a corrective material, achieving a
perfect match for all 11 parameters is not feasible, necessitating a compromis. In the
LMSM19FWHx case study, x needs to be between 0.6% and 1.4% to achieve the desired balance;
we can choose the optimal composition is LM:80.4%, SM:19%, FW:0.6%, which gives
65.7%CsS, 16.7%C,S, 10.4%C3A and 2.7%C4AF ; if yo decrease from 19% to 18%, the modulus
AF decreases from 3.4 to 3.1 for this clinker ‘s composition.

Figure 3 :Graphs of functions &;(x,y) for LMSM19FWx
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3.5. Summary of optimised cement mixtures LCyWx

Depending on the materials available, it is possible to prepare cement mix scenarios. In our
previous study, we used coal gangue mining waste itself as clay, hence the LOCWyNone
mixture, and which gave a good LOCW18.5%None clinker; we can then add a corrective
material ZW. Likewise, we can consider incorporating into the LMSM limestone-shale mixture,
the PW waste or even a mixture of two AA wastes. In Table 6, examples of optimal LCyNone or
LCy0OWx cement mixtures are given.

Table 6: some examples of optimized raw feeds for clinker elaboration
Mix(LCyWx)  Solution %L %C %W C S A F LSF SR AF GCsS C,S CA C/,AF
LOCWyNone C;3S=C;S, 83,23 16,77 0,00 6501 19,90 7,49 197 92,68 210 3,79 6576 8,63 14,89 434
LOCWy0ZWx C,S=C,S. 80,60 17,00 2,40 62,70 20,67 7,55 3,08 8569 195 245 48,75 2385 13,00 7,67
LMSM19FAXx  C3S=C3Srs 79.99 19 101 6550 2220 562 248 896 274 227 657 154 890 227
LMSM19PW  C3S=C;3S, 75,30 19,00 5,70 6589 22,72 557 1,40 89,36 3,26 397 6575 16,95 10,47 2,39
LMSM19AA* C3S=C;S, 80,26 19,00 0,74 6581 2245 573 1,84 8955 296 3,12 6576 16,15 10,21 3,73

*AA=50%ashFA+50%ashPA

For cement mixtures to be suitable, the oxides provided by the raw materials must respect given
limitations and proportions [31, 32, 33, 34]; in general the compositions (by wt) are in
intervals :C between 60-69% , S between 8-24%, A between 4-8%, F between 1-8%, M less than
5%, N-K less than 2 %, S less than 3%, and in clinker free lime less than 2% . The lime
saturation factor LSF represents the ratio between the available amount of C and the amount
required to react with S, A and F to form the clinker phases. When the LSF is high, the clinker is
rich in C3S indicating good quality. Although, these reactions, between oxides, are not entirely
complete, resulting in the presence of unreacted free lime CaO, which must be kept below 2% to
prevent mortar expansion. The amount of free lime in the mixes after burning at 1400 °C for 30
min is given by Fundal’s empirical equation [35]: % CaOyfree) = 0.31 (LSF-100) + 2.18 (SR- 1.8)
+0.73 Q45 + 0.33 C125 + 0.34 A ,where Qus is the fraction by weight of quartz particles >45 pm,
Ci2s the fraction by weight of limestone particles >125 um and A the fraction of clay materials
>45um. In practical applications, the LSF typically varies between 92 to 98%. Alternative
formulations for LSF may also be used, reflecting the presence of anhydrite, where CaO is
combined with SOs (-0.7.S03), however, it could also reflecting the possibility of replacement of
CaO by MgO (+0.75Mg0). The silica modulus (SR) represents the ratio of the oxides S / (A+F),
it controls the burnability [36]. Higher SR values can slow down the formation of C3S , and
when the SR decreases, the amount of molten material in the burning zone is large. Regarding
the AF modulus (A/F) a higher value can be can be disadvantageous in certain cement
applications resulting in reduced setting time. In such cases, additional gypsum may be required
to delay the setting time.
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Often, high values have been observed fore,-, and therefore it is necessary to use corrective
materials, to decrease this parameter. For an LCNone mixture (or LCN, simply), we look for a
condition on a third material W to correct its alumina-ferric oxide ratio AF, and we note by a/f
the ratio of W and by X' its percentage in LCW ; we show that we must choose W having a ratio
smaller than that of the LCN mixture :
A+xa Al+x?% 1+x'a

r iy - e T - S
F+x'f FQQ+x3) 1+x'z

F

AFLCW =

0 AF, ., < AF . If AR, < AF

In our example, the AF ratio for waste materials FA and ZW are respectively 0.06 and 0.14. It is
not possible to obtain equalization of the 11 parameters between the LCW mixture and the
reference, but this is not very restrictive. In general, depending on the desired performance, it is
possible to develop a material composed of several mining wastes among those available.
Ultimately, the mining wastes considered can be recycled into clinkers, and this program would
provide the optimal compositions. In the case of phosphate wastes, the influence of P>Os and PG
compounds on special belt clinkers [37] and the potential to lower clinking temperature have
been reported in the literature [38]. While recycling existing mine waste is possible, it is crucial
to reassess current production processes to minimize waste generation and promote
environmentally friendly practices [39].

4. Conclusions

This study has two main objectives: (i) investigating the recycling or potential recovery of
mining waste, leading to economic and ecological benefits, and (ii) providing a simulation tool to
closely match a target cement raw meal with a cementitious mixture. the python program is easy
to use because it imports the oxide composition information (XRF) and the 9 user choices
entered in the cemat table file; it generates 11 solutions and 11 graphs of the parameters retained
for the cement mixture LCyWHx and the target raw reference. It efficiently determines the x% and
y% percentages, achieving the desired values for the four oxides, three moduli, and the
percentages of the four clinker phases. The outcomes of this paper can be summarised as
follows:

e Mining waste can be effectively recycled and even recovered in cement production. This
approach offers ecological benefits as the waste materials become immobilized within the
cement structures. In contrast, leaving these waste materials in nature could lead to their
mobility, causing potential environmental issues in water, soil, and air.

e The python program gives the variations of the relative deviations, with respect to the
reference, of the 11 characteristics &i (X, y), as well as the speed of these variations. In
general, according to each of the 11 & (X, y) parameters, the user chooses a maximum
aceptable value
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e This program can be extended by adding other parameters; this involves, for example,
taking into account other oxides, like free lime and MgO, minors components, etc; or the
unit prices of LCW materials to assess the unit cost of the clinker studied. The program
does not need to be modified, if the user adds or subtracts materials in the material part of
the data table.

e The third material can also be a corrective material, or a mixture formed from different
materials. The program can be applied to other waste, such as construction waste, etc.

e The type and quantity of mining waste used can influence the burnability, grindability,
but also the quality of the clinker and, consequently, the resulting concrete. The Python
program can be extended to determine the composition of minor compounds. Thus some
heavy metals (Cu, Zn) have a good influence on the burnability of clinker; but some
compounds must not exceed certain limits: chloride ions can contribute to the corrosion
of iron in concrete, P2Os can reduce CsS content, ZnO can cause delay in the setting of
cement, etc. In addition, during the production of clinker, atmospheric emissions must
comply with environmental standards.

All the results and simulations obtained through the Python program can help in decision-
making by optimizing the choice selection of the composition of the mixture studied.
However, the mathematical aspect should not overshadow other physico-chemical
considerations in real-world industrial and manufacturing processes.
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Appendix : the used Python rogram LCW.py (instructions lines 1-296)
(modify path in line 9, #ignored instruction or text)

from
from sympy |mp0rt *

import xIrd #import xIrd to read excel data
from xlwt import Workbook

rt linal I tplotlib.pyplot as pt
|mpopﬂgg1ﬁ¥ as np, numpy.linalg s alg, matplotlib.pyplot as p

#1-Preamble :raw feed : LCy%Wx% : variable y or x
X,y =symbols('x,y")
path = 'C:/Users/belkh/Desktop/cempy240102/'

#l-1-Import data on compositions (XRF) : sored in an excel file.xls
whb =xIrd.open_workbook(path+'cemat.xIs',on_demand=True)
sh = wh.sheet_by name(u'Feuill’)

#Display row i (or column j), by: rowi = sh.row_values(i),colj=sh.row_values(j))
d=[sh.row_values(p) for p in range(0,len(sh.col_values(0)))]
mat=[sh.col_values(0)[p] for p in range(0,sh.col_values(0).index('None")+1)]

#3 choices of mix limestone-clay-3material(1 or 2 or 3):
choicel=[int(d[s][1]) forsin

range(sh.col_values(0).index('None')+3, sh.col_values(0).index('None')+7)]
choice2=[int(d[s][2]) for s in range(sh.col_values(0).index('None")+3,
sh.col_values(0).index('None’)+7

choice3=[int(d[s][3]) for s in range(sh.col_values(0).index('None")+3,
sh.col_values(0).index('None")+7)]
I,c,w,r=choicel1[0],choicel[1],choicel[2],choicel[3]
#I,c,w,r:choice2[0],ch0ice2[l],choice2[2],choice2[3]
#1,c,w,r=choice3[0],choice3[1],choice3[2],choice3[3]

#4+1 choices:bonds intervals and y0
y1,y2,x1,x2,yc=d[len(mat)+8][1],d[len(mat)+8][2],d[len(mat)+9][1],
d[Ien(mat)+9][2] d[Ien(mat)+9][3
print(intervalyl-y2="y1,y2,'--intervalx1-x2=",x1,x2,'--yc=" yc)
for p in range(0, 6)

print(d[0][p]." ",d[1][p]." ",dIc]Ip]," d[wW][p])
if w==sh.col_values(0).index('None"):

| )riame—d[l][0]+d[c] [0]+str(y)+d[w][0]+"-ref-'+d[r][0]
else:
x!=0

%lar)':]e d[I][0]+d[c][0]+str(y)+d[w][O]+str(x)+%+ -ref-'+d[r][0]
print("The mixture studied is :',name)

#11-Compositions of oxides after loss of ignition(lists: o and o0=refernce
#Mass of raw feed mr=100 kg, after LOI, we get mk mass of clinker

mk=0.01*((100-x-y)*(100-d[11[9])+y™*(100-d[c][9])+x*(100-d[w][9]))
gannré arr?y]([((((loo x-y)*d[l][a]+y*d[c][a]+x*d[w][aD))/(mk)) for g in
00= gnp array( [(100*(d[r][q]))/(100-d[r][9]) for g in range(2,7)])

#solutions x or y for equation OXi=OXi0:
ox=[(solve(o[q]-00[q]))[0] for q in range(0,4)]

#l11-Determination of the 3 modulus (list:m) with hypothesis for
#LSF(A/F><0.64),-0.7*s03 gypsum),SR,AF

if (d[I][4]/d[I][5]<O 64 or d[c][4]/d[c][5]<0.64
or d[r][4)/d[r][5]<0.64):
Isf-lOO*(o[O] -0.7*0[4])/ (2.8*0[1]+1.18*0[2]+0.65*0[3])
1sf0=100*(00[0]-0.7*00[4])/(2.8*00[1]+1.18*00[2]+0.65*00[3])
print(‘Modify LSF denominator expr to: 2.8S+1.1A+0.65F,in line...")
else:
1sf=100*(0[0]-0.7*0[4])/(2.8*0[1]+1.65*0[2]+0.63*0[3])
1sf0=100*(00[0]-0.7*00[4])/(2.8*00[1]+1.65*00[2]+0.35*00[3])
print('keep LSF denominator expr (2.85+1.65A+0.35F):see line...)")

#Verification 0.71<AF<2.27 :LSF ok!n LSF substract gypsum
sr=0[1]/(o[2]+0[3])

af=0[2]/0[3]

m=[lsf,sr,af]

sr0=00[1]/(00[2]+00[3])
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af0=00[2]/00[3]
mO=[Isf0,sr0,af0]

#solutions of mod i=mod i,0 :[14.68, 3.835, -0.82]
md=[(solve(m[q]-m0[q]))[0] for g in range(0,3)]

#IV-Determination of % phases in clinker (after LOI);phases noted p1=C3S,p2=C2S,
#p3=C3A,p4=C4AF
#Phases determinated by Shiu (or Bogue orTaylor)model : matrix =k
k=np.array([[4.088,-7.212,-6.745,-1.436,-2.863],[-3.113,8.442,5.136,1.093,2.18],
[0.028,-0.153,2.604,-1.702,-0.020],[-0.01,-0.058,0.016,3.047,0.007 ],
[ 0.006,-0.02,-0.011,-0.002,1.696 ]])
p0 = np.linalg.solve(k, 00)

= np.dot(k,0)

kB=np.array([ [4.071,-7.600,-6.718,-1.430 ],[ -3.072,8.600,5.068,1.079 ],
#[0,0,2.650,-1.692  1,[0,0,0,3.043]])
#p0 = np.linalg.solve(kB, 00[:4])
#p = np.dot(kB,o[:4])
#ph : solutions for equations ph i=phi,0
ph=[(solve(p[q]-p0[q]))[0] for q in range(0,4)]

#V-Results :
#11 solutions for 11 criterions are stored in sol

sol=[float("%.2f" % x) for x in (ox+md-+ph)]

#cr=o[:4]+m+p #expressions of 11 parameters vs x or
cr=[o[0],0[1] 0[2] 0[3],m[0],m[1],m[2],p[0],p[1].p[2].p[31]

#st matrix where we replace x or y by its solution from 11 values of
#sol:11 lists, each list have 11elmnts
sO=[['R.V" if (v<0) or (v>100) else v for v in sol]]

if w==sh.col_values(0).index('None'):
st=[[float("%.2f" % cr[q].subs(y,sol[v])) for v in range (0,11)] for q
in range(0,11)]
solz=[['RV" if (v<0) or (v>100) else 100-v for v in sol]]
solx=[(0*np.ones(len(sol))).tolist()]
soly=[['RV" if (v<0) or (v>100) else v for v in sol]]

else :
st=[[float("%.2f" % cr[q].subs(x,sol[v])) forv inrange (0,11)] forq
in range(0,11)]
solz=[['RV" if (v<0) or (v>100) else 100-y-v for v in sol]]
soly=[(y*np.ones(len(sol))).tolist()]
solx=[['RV" if (v<0) or (v>100) else v for v in sol]]

#st[0]: values of C for each solution yi,xi

s1=[['RV"if (h<0) or (h>100) else h for h in st[u]] for u in range(0,4)]
#4 oxides in 4 col and 11 raws ; r.v: rejected value

s2 = [[ 'LV:'+str(t) if (t <92 and t>0) else 'HV:'+str(t) if t>102 else 'RV'
if (t<0) else t for t in st[4]]]

s3 = [[ 'LV:'+str(t) if (t < 1.8 and t>0) else 'HV:'+str(t) if t>2.7 else 'RV'
if (t<0) else t for t in st[5]]]

s4 = [[ 'LV:'+str(t) if (t <1 and t>0) else 'HV:'+str(t) if t>1.5 else 'RV’
if (t<0) else t for t in st[6]]]

S5=[['LV:'+str(t) if (t<45 and t>0) else 'RV" if (t>100 or t<0) else
'HV:'+str(t) if (t>65 and t<100) else t for t in st[7] ]]

S6=[['LV:'+str(t) if (t<10 and t>0) else 'RV" if (t>100 or t<0) else
'HV:'+str(t) if (t>30 and t<100) else t for t in st[8] 1]

ST=[['LV:'+str(t) if (t<5 and t>0) else 'RV" if (t>100 or t<0) else
'HV:'+str(t) if (t>12 and t<100) else t for t in st[9]]]

S8=[['LV:'+str(t) if (t<6 and t>0) else 'RV" if (t>100 or t<0) else
"HV:'+str(t) if (t>12 and t<100) else t for t in st[10] 1]

s9=[[ st[O][i]/st[1][i] for i in range(0,11) ]]
s10=[ [ float("%.2f" % x) for x in s9[0]]]
s11=[[ 'RV"if s10[0][i]<0 else s10[0][i] for i in range(0,11) 11

he=[['C=', 'S=', 'A=", 'F=', 'LSF=', 'SR=",
'AF=', 'C35=', 'C2S=', 'C3A=", '‘C4AF=1]
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rr=[[]+[float("%.1f" % x) for x in 00[:4]  J+[float("%.1f" % x) for x in mO0]
+[float("%.1f" % x) for x in pO[:4]] ]

#sp=[['p’ha,s e, ‘e T i ke ]
so=[ [T, ||. T, ||. T ]]
tot=he+rr+solz+soly+solx+s1+s2+s3+s4+s5+56+57+58+s11#+sp
ri= [Solutlon' 'Ref: +d[r][0] ‘%' +d[|][0] '% +d[c][0] ‘%' +d[w] [O]
'C:'S:! VAL LSFY, 'SR:AF, 'C3S:,'C2S:Y, 'C3A!, 'C4AF:,'CIS']
r2-[" W

'60- 69' 18- 24' '4-8','1-8','92-102', '1.8-2.7''1-1.5'
, '45-65','"10-30', '5-12', '6-12, 2232]

rl4=[ 'Remarks:',",'RV:" 'RejectedValue',",'LV:',/LowValue',", 'HV",
'HighValue' ,","  '+'Shim’, 'proposition',"','2.22','<C/S<",'3.21' ]

[tot[q].insert(0,r1[q]) for q in range(0,len(rl))]
[tot[q].insert(1,r2[q]) for g in range(0,len(r2))]
[tot[q].insert(14,r14[q]) for q in range(0,len(r14))]

#VI-File (xIs or txt) with numerics values

import xIsxwriter
from datetime import datetime

workbook =xlIsxwriter.Workbook(path+name+'Bogjan4.xIsx’)
worksheet = workbook.add_worksheet(name)

date_time = datetime.now()
worksheet.write_datetime(0, 0, date_time)

date_format = workbook.add_format({'num_format" 'dd/mm/yy, hh:mm'})
worksheet.write_datetime(0, 0, date_time, date_format)
worksheet.write(0,1,'RR:'+d[r][0]+'-vs-)
#worksheet.write(0,1,)

worksheet.write(0,2,d[1][0])
worksheet.write(0,3,d[c][0])
worksheet.write(0,4,d[w][0])
worksheet.write(0,7,'Calculations’)
worksheet.write(0,9,'using’)
worksheet.write(0,10,'Shim'+ " '+'-)
worksheet.write(0,11,'proposition’)
worksheet.write(0,13," '+'(from )
worksheet.write(0,14,' experiments)’)

row =2

for col, data in enumerate(tot):
worksheet.write_column(row, col, data)

#worksheet.write(row-+len(tot[0]),1,'r.v: rejected value')
workbook.close()

#VI1I-Graphs for functions
#Intervals :without waste y1,y2=15,25;in presence of waste x1,x2=0,10
#Graphs for Shim model, modify to get graph3phases for Bogue model,etc...

if w==sh.col_values(0).index('None"):
#x1,x2=15,25
t=np.linspace(y1,y2,20)
g=np.array([[cr[i].subs({y:q}) for q in t] for i in range(0,11)])
variable=y
else :
#x1,x2=0,10
t=np.linspace(x1,x2,20)
g=np.array([[cr[i].subs({x:q}) for q in t] for i in range(0,11)])
variable=x

one=np.ones(len(t))

dc=(g[0])/(00[0]*one)-one

ds=(g[1])/(00[1]*one)-one

da=(g[2])/(00[2]*one)-one

df=(g[3])/(00[3]*one)-one

mi=min([ min(dc),min(ds),min(ds),min(df)])#min value
ma=max ([ max(dc),max(ds),max(ds),max(df)])#max value
#sq=(float(ma)-float(mi))/4
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pt.subplots_adjust(hspace = 0.9,left=0.135, bottom=0.15, right=0.97, top=0.91,
wspace=None)

pt.clf()

pt.subplot(3,1,1)

pt.plot(t,dc,'r',t,ds,'b'",t,da,'g",t,df,'k',t,0*one, 'k:")

pt.grid()

pt.suptitle(name,fontsize=8)

pt.xlabel(‘{}'.format(variable)+'(%)")

pt.xticks(np.arange(t.min(),t. max(), step=0.4), fontsize=8,rotation=90)
#pt.yticks(np.arange(y1,y2, step=sp), fontsize=8)

pt.ylabel(r' $\ep3|Ion_{o}-\dfrac{(Mlx Ref)}{Ref}) {oxide}$", fontsize=8)
pt.text(x2,dc[len(t)-1],r"$\epsilon_{o}(C)$", fontsize=8)
pt.text(x2,ds[len(t)-1],r"$\epsilon_{o}(S)$", fontsize=8)
pt.text(x2,da[|en(t)-1],r"$\epsi|0n_{o}(A)$", fontsize=8)
pt.text(x2,df[len(t)-1],r"$\epsilon_{o}(F)$", fontsize=8)

pt.text(x1-0.5,0," ', fontsize=6)
pt.legend([r"$\epsilon_{0}(C$)",r"$\epsilon_{o}(S)$",r"$\epsilon_{o}(A)$",
r"$\epsilon_{o}(F)$","0.0"],ncol=5,loc="upper left",bbox_to_anchor=(0,1.35),
fontsize=8)

pt.show()

disf=(g[4])/(mO[0]*one)-one
dsr=(g[5])/(m0[1]*one)-one
daf=(g[6])/(m0[2]*one)-one

pt.subplot(3,1,2)

pt.plot(t,dlIsf,'r' t,dsr,'b',t,daf,'k',t,0*one, 'k:")

pt.grid()

pt.suptitle(name,fontsize=8)

pt.xticks(np.arange(t.min(),t.max(), step=0.4), fontsize=8,rotation=90)
pt.xlabel('(%){}".format(variable))
pt.ylabel(r*$\epsilon_{m}=\dfrac{(Mix-Ref)}{Ref})_{modulus}$", fontsize=8)
pt.text(x2,dIsf[len(t)-1],r"$\epsilon_{m}(LSF)$", fontsize=8)
pt.text(x2,dsr[len(t)-1],r"$\epsilon_{m}(SR)$", fontsize=8)
pt.text(x2,dafflen(t)-1],r"$\epsilon_{m}(AF)$", fontsize=8)

pt.text(x1-0.5,0," ', fontsize=6)
pt.legend([r"$\epsilon_{m}(LSF)$",r"$\epsilon_{m}(SR)$",r"$\epsilon_{m}(AF)$",
"0.0r;' ],?)coI=4, loc="upper left",bbox_to_anchor=(0, 1.35), fontsize=8)
pt.show

dp1=(g[7])/(pO[0]*one)-one
dp2=(g[8])/(p0[1]*one)-one
dp3=(g[9])/(p0[2]*0one)-one
dp4=(g[10])/(pO[3]*one)-one

pt.subplot(3,1,3)

pt.plot(t,dpl,'r't,dp2,'0' t,dp3,'g" ,t,dp4,'k',t,0*one, 'k:")

pt.grid()

pt.suptitle(name,fontsize=8)

pt.xticks(np.arange(t.min(),t. max(), step=0.4), fontsize=8,rotation=90)
pt.xlabel('(%){}".format(variable))

pt. ylabel(r"$\epsnIon_{p}-\dfrac{(Mlx Ref)H{Ref}) {phase}$", fontsize=8)
pt.text(x2-1,dp1[len(t)- 1]+07 r"$\epsilon_{p}C._- {3}S)$ fontsize=8)
pt.text(x2,dp2[len(t)-1],r"$\epsilon_{p}(C_{2}S)$", fontsize= 8)
pt.text(x2,dp3[len(t)-1],r' $\epsn|on_{p}(C {3}A)$" fontsize=8)

pt text(x2,dp4[len(t)-1]-1.5,r" $\ep5|lon_{p}(C {4}F)$", fontsize= 8)
*pt.legend([r"$\epsilon_- {p}(C {3}S)$",r"$\epsilon_: {p}(C {2}9)$",
r"$\epsn|on {pHC_{3}A)$" r"$\epsilon_{p}(C_{4}AF)$" 0.0 " ]ncol 5,
loc="upper left", bbox_to_anchor=(0, 1.35), fontsize=8)

pt.show()

savefig(path+name+'.png’)

Figure 4: opening and running the program LCW.py
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B LCWehoicesBog.py (C\Users\belkh\Desktopicempy240102\LCWehoicesBog.py) - Interactive Editor for Python

import numpy as np, numpy.linalg as alg, matplotlib.pyplot as pt

import xlrd #import xlrd to read excel data

LCy%Wx% variable y or x
path = 'C:/Users/belkh/Desktop/cempy240102/"
sored in an excel file.xls

wb =xlrd.open_workbook(path+'cemat.xls',on_demand=True)

#Display row i (or column j), by: rowi = sh.row_values(i),colj=sh.row_values(j))
d=[=h.row_values(p) for p in range(8,lenCsh.col_values(813)]
mat=[=h.col_values(8)[p] for p in range(®,sh.col_values(0).indexC lone I+1)]

#3 choices of mix limestone-clay-3material(l or 2 or 3):

range(sh.col_values(0).index("None')+3, sh.col_values(®).index('None')+7)]
choice2=[int(d[s][2]) for s in range(sh.col_values(8).index('None')+3,

choiced=[intCd[=1[3]1) For s in rangeCsh.col_valuesC0).indexC'None')+3,
alues(0).index('None')+7)]

#1,c,w,r=choice3[0],choice3[1],choice3[2], choice3[3]

File Edit View Settings Shell Run Tools Help
|_| <tmp 1>I E;Lcw:hoicesBog.pv
1
2 from pylab import *
3 from sympy import *
u
5 from xlwt import Workbook
6
7 #I-Preamble :raw feed
8 x,y =symbols('x,y')
9
10
11 #I-1-Import data on compositions (XRF)
12
13  sh = wb.sheet_by_name(u'Feuill')
14
15
16
1T
18
19
20 choicel=[int(d[s][1]) Ffor s in
21
22
23  sh.col_values(@).index('None')+7)]
24
25 sh.col_
26
27 #l,c,m,
28
29

Q Rechercher
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- o x
Shells

[Fpythen » @ [ F 3 »
un fine without the nee =

for modifications. For
clarity, this is what t
he pyzo kernel does:

= Prevent deletion of o
bjects in the local sco
pe of functions leading
to exec_()

- Prevent system exit r
ight after the exec_()
call

>>>
-
Source structure =
-y =

Line: 1, Column: 1
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