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Abstract: To have insight into several model challenges, it is important to utilize 

artificial networks in models. Various research papers have been published about 

these artificial intelligence techniques. None of these publications addresses 

problems of the computation of estimates and forecasts for solving real-world data 

and models from estimated data.   

Aims/Objectives: The objectives of this research are (1)To develop an artificial 

neural method for solving problems (2)The development of techniques to solve 

complex problems (3)The computation of estimates and forecasts for real-world 

data (4)The development of models from estimated data. The techniques 

investigated in this research are important and necessary for solving vague 

complex, and bogus problems in artificial intelligence. Consequently, a thorough 

study comprising techniques applied in this study is used for comparisons and 

utilized to identify a reliable method for modeling and forecasting problems. This 

research investigates different procedures utilized in artificial intelligence for 

modeling an efficient decision-making process.  

Methodology/approach:  Past studies of methods were utilized for this study. The 

methods applied in this paper include collecting data from REDcap, an online data 

collection tool. This was determined on the training dataset (70%) and evaluated 

on testing data (30%). The model is developed using the neural network, binary 

analysis, supervised learning classifier, and result determination.  

Results/finding: The evaluation of results is done by comparing their performance 

using accuracy metrics. The model implementation was done using MATLAB 

programming language. The data was processed with an algorithm classifier. 

Implication/impact: This work is advantageous in achieving efficiency in models. 

The artificial intelligence model is developed to improve the solution to issues in 

developing models. 

 

Keywords: artificial intelligence, decision-making, forecasting, models 

 



The Islamic University Journal of Applied Sciences (JESC) Volume IV, Issue II, December 2022 

73 
 

 لعمليات المحاكاة تطوير نظام الخبراء

للحصول على نظرة ثاقبة في العديد من تحديات النماذج ، من المهم استخدام الشبكات  الملخص:

الاصطناعية في النماذج. تم نشر أوراق بحثية مختلفة حول تقنيات الذكاء الاصطناعي هذه. لا تتناول 

ونماذج العالم الحقيقي من  أي من هذه المنشورات مشاكل حساب التقديرات والتنبؤات لحل بيانات

 .البيانات المقدرة

( تطوير أسلوب عصبي اصطناعي لحل المشكلات 1) : الأهداف / الأهداف: أهداف هذا البحث هي

( 4( حساب التقديرات والتنبؤات لبيانات العالم الحقيقي )3( تطوير تقنيات لحل المشكلات المعقدة )2)

عتبر التقنيات التي تمت دراستها في هذا البحث مهمة وضرورية تطوير النماذج من البيانات المقدرة. ت

يتم استخدام دراسة شاملة  وبالتالي،لحل المشكلات المعقدة والغامضة المزيفة في الذكاء الاصطناعي. 

تشتمل على التقنيات المطبقة في هذه الدراسة للمقارنات واستخدامها لتحديد طريقة موثوقة للنمذجة 

ل. يبحث هذا البحث في الإجراءات المختلفة المستخدمة في الذكاء الاصطناعي لنمذجة والتنبؤ بالمشاك

 .عملية صنع القرار بكفاءة

المنهجية / النهج: تم استخدام الدراسات السابقة للأساليب لهذه الدراسة. تتضمن الأساليب المطبقة في 

عبر الإنترنت. تم تحديد ذلك في ، وهي أداة لجمع البيانات  REDcap هذه الورقة جمع البيانات من

٪(. تم تطوير النموذج 30٪( وتم تقييمه بناءً على بيانات الاختبار )70مجموعة بيانات التدريب )

 .باستخدام الشبكة العصبية والتحليل الثنائي ومصنف التعلم الخاضع للإشراف وتحديد النتيجة

باستخدام مقاييس الدقة. تم تنفيذ النموذج باستخدام لغة النتائج / النتائج: يتم تقييم النتائج بمقارنة أدائها 

 .تمت معالجة البيانات باستخدام مصنف الخوارزمية .MATLAB برمجة

التضمين / الأثر: هذا العمل مفيد في تحقيق الكفاءة في النماذج. تم تطوير نموذج الذكاء الاصطناعي 

 .لتحسين حل المشكلات في تطوير النماذج

Corresponding author: patrick.ozoh@uniosun.edu.ng 
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1. Introduction 

This research utilizes data from REDcap, an online data collection tool. The 

model is developed using the neural network, binary analysis, supervised learning 

classifier, and result determination techniques. Artificial intelligence involves 

discovering functions that can be performed without being directly programmed 

to do so. This consists of learning from available data to perform certain tasks. For 

other advanced functions, this can be challenging to produce the required 

algorithms. It can be more effective if the machine can develop its algorithm, as 

opposed to having answers.  

Artificial intelligence consists of a wide variety of techniques utilized for the 

discovery of patterns and relationships in sets of information. The fundamental 

objective of any artificial intelligence algorithm is to recognize meaningful 

relationships in generating a generalization of these relationships that interpret 

new, unseen data. This is one applied aspect. [1] investigates sustainable 

innovation in businesses using various theoretical theorems. [2] improves the 

efficiency of models. It also improves the speed with which data are released. It is 

important to perform comparisons of models applied in machine learning [3]. 

These models can describe the relationships among the series. As a result, reliable 

decision-making is made. 

The major focus of this study is to develop artificial intelligence models to 

enhance efficiency in models using artificial neural networks, binary analysis, 

supervised learning classifier, and the result determination utilizing MATLAB 

programming. This study has significant contributions. The summary of 

contributions from the study carried out includes the following: 

1) The study gives a theoretical framework for artificial neural network models.  

2) This research gives a systematic guide to producing a system consisting of an 

artificial intelligence system. As a result, the set of collected data is modeled with 

their normalization obtained during the estimation step is enhanced. 
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3) The procedure of controlling a system normalization assists in obtaining 

reliable estimates.  

The background study of this research is contained in Section 1. The section is a 

suitable starting point for the study. Section 2 consists of a review of the literature 

of this study. This study will complement existing work. Section 3 discusses the 

theoretical framework of this study. It entails the prediction of data, including the 

algorithms for the techniques. Subsequently, this is applied to data samples drawn 

from REDcap, an online data collection tool. This section compares various 

techniques for estimating models. Section 4 estimates values for the various 

models. It selects the best technique by comparing their respective statistical 

estimates. Finally, Section 5 summarizes the research that has been accomplished 

and the findings of this study. This entails the evaluation of results done by 

comparing their performance using accuracy metrics. It also describes 

recommended future research direction of this study.  

2. Literature Review   

The necessity to utilize artificial intelligence techniques for modeling challenges 

was established in the previous section. The procedure and techniques used in this 

study are highlighted and discussed in this section. The theoretical guidelines of 

the techniques were established while the objectives, scope, and justification for 

this study were presented. One of the challenges of classifications in applying 

artificial intelligence is the use of suitable techniques to develop models dependent 

on available data. The model that would perform optimally among the data 

features is still open to research.  

 

A variety of artificial learning techniques, despite their respective strengths and 

weaknesses, have been applied to enhance sustainability in organizations. [4] state 

their preparedness to apply artificial learning techniques in solving sustainability 

challenges in organizations that would promote their efficiency. The major 

objective for the application of artificial intelligence techniques is for encouraging 

the procurement of sustainable development goals. [5] discuss using data set from 
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an online platform using kaggle.com. This is reviewed in this paper [6]. According 

to the paper, data can be divided into several groups namely; network system data, 

customer and supplier data, data collection, and consumer data. This is used to 

develop an incisive model of the distribution of class labels for predictor features. 

The learner is provided with two sets of data, a training set, and a test set. The 

supervised learning is displayed in Figure. 1. 

 

 

Figure 1. The processes 

 

The research in [7] proposes an efficient framework for a time series analysis. A 

high-performance method is deployed to the application. The evaluation of the 

technique indicates that the technique is more accurate than previous techniques. 

The work  in [8] develops efficient data-driven models for accurate forecasts. The 

aim of [9] is to propose data summarizing the structure of COVID. It utilizes Box 

Jenkins together with the linear exponential method. The results from the study 

show the combined technique to be more reliable.  
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Developing models for the environment is essential [10]. The study introduces an 

algorithm-based hybrid model. In the paper, the hybrid model performed better in 

forecasting. [11] proposes a method for developing observed data. In illustrating 

the evaluation process, some numerical problems were presented. [12] proposed 

surveying recent ANN applications. These techniques included models applied in 

machine learning. [13] reported the existence of similarities in models. These 

models apply to the same objects found in photographs, drawings, and images. 

[14] proposes the application of new models in residential load forecasting in 

neural network models. Content evaluation Is inferred using the proposed model 

compared to load forecasts in buildings.  

 

[15] develops a model for reducing the spread of the COVID disease. A 

deterministic nonlinear incidence function was used to model the disease. Results 

from the study indicate the model will be maintained, otherwise, instability will 

occur. [16] uses chatbots. The study used electronic surveys that were distributed 

to SMEs operating in London to collect data between April and June 2020. This 

research applies a layout system to a sustainable business growth model [17]. 

According to [18], the evaluation and simulation of data were carried out by 

artificial intelligence, and the system was developed by presenting a method for 

identifying solutions to digitalization issues in organizations. [19] presents an 

enhanced set of data for collecting, processing, and controlling for efficiently 

handling the data produced for manufacturing procedures, which assists in the 

distribution processes and assessing the market in real-time. An application for an 

artificial intelligence platform is proposed by [20[. According to the paper, an 

attempt is made to present the need for quicker activities. The important 

characteristics for the efficient growth of industries are policies involved in their 

formulation.  

 

[21] proposes that it is important for variables investigations to be done. These 

include variables that are important in size data that will affect growth in 

organizations. [22] investigates an organization’s intelligent financial construction 
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that will affect sustainability in the organizational growth process. This is to 

provide for organizations requiring research. Moreover, [23] consists of several 

journals on different sets of challenges facing sustainable development. 

Furthermore, this paper provides a new understanding of the importance of 

artificial intelligence applications and models, deterministic nonlinear incidence 

function was used to model the disease. Results from the study indicate the 

strength of the model will be maintained, otherwise, instability will occur.   

3. Theoretical Framework 

The techniques used in this study are presented in this section. This section 

presents techniques utilized in this study. This section includes data collection, in 

which data is collected from an online data collection source. The system 

development is for the application of machine learning techniques undertaken by 

implementing various machine learning algorithms using MATLAB programming 

language to input data sets via the artificial neural network, binary analysis, 

supervised learning classifier, and result determination techniques.  

 

Figure 2. Comparative analysis model. 

The ability of these techniques is done using an evaluative mechanism for 

performance testing. The methodology for the classification is displayed in Figure 

2.  
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Several of the data sets are taken as input for the feature extractor and 

classification algorithm. The datasets are entered into a sequence of pre-processing 

blocks. Achieving this objective involves the steps that are depicted in Figure 3. 

The MATLAB  programming language is used to evaluate the models developed in 

this study. The MATLAB code used for evaluation is given in Appendix 5.  

 

 

Figure 3. Flowchart of methodology.  

The techniques used in this research are presented. 

3.1 Data Set  

All The set of data is collected from the REDcap online data collection application. 

REDcap is an online data collection application [24]. A sample of 22 companies 

was taken with their respective data containing company category, employees, 

turnover, and balance sheet. It is given in Figure 4.   
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Figure 4. Sample data. 

 

3.2 Artificial Neural Network 

ANNs were created for defining the architecture of humans to perform functions 

that standards can not do. The neural network is classified into a training set, 

validation set, and evaluation. They provide important techniques for creating 

systems used in building models [25]. This is shown in Figure 5. Appendix 1 shows 

the code for Artificial Neural Networks. 

 

 

Figure 5. Model of an artificial neural network. 
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3.3 Binary Analysis 

Binary analysis is a statistical system ensuring that its standard form uses a 

logistic function to model a binary-dependent function, although several complex 

extensions exist. The binary analysis model is given in Figure 6. The characteristics 

of the binary analysis are given in Figure 7.  

 

 

Figure 7. Estimates of binary analysis. 

 

The mathematical notion of binary analysis consists of the variable and the 

independent variables. The binary analysis model can be written as:  

 

(𝑌) = In (1−π) = 𝛽0 + 𝛽1𝑋                                        (1) 

𝛽0 and 𝛽1 are defined as intercept and regression coefficients 

respectively.   

The antilog on both results in 
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Binary analysis can entail more than one predictor 

(𝑌) = 𝐼𝑛 1−π= 𝛽0 + 𝛽1 + ⋯ + 𝛽𝑝𝑋𝑝                               (3) 

Equation (3) is the standard form of a binary analysis model for p predictors. 

The regression parameter β is estimated by the maximum likelihood (ML) 

method. The value of regression coefficients β1...βp corresponds between X and 

the logit of Y.  The odds ratio is estimated using Equation (4) 

   

𝑂𝑑𝑑 (𝑂𝑅) = 𝑒𝛽                                                 (4)  

Appendix 2 depicts the MATLAB code used to implement the binary analysis. 
 

3.4 Supervised Learning Classifier   

The supervised learning classifier comprises the k-closest training and the 

output. The results consist of the property value. supervised learning classifier with 

an algorithm since the data assigned to it is labeled. It is a non-parametric 

technique as the classification of a test data point depends on the nearest training 

data points comparatively to considering the variables of the dataset. It is used in 

resolving classification and regression tasks. Supervised learning utilizes training 

data to learn the mapping variable that converts input variables (X) into the output 

variable (Y). It solves for f given equation (5). 

Y = f (X)                                                         (5) 

It allows the accurate generation of outputs given new inputs. 

There are different types. They are classification, regression, and the ensemble.  

Classification is predicting results in the description of categorical data.   

Regression is used to predict the data that can be described as real values.  

An ensemble is a form of supervised learning. It is integrating the predictions of 

several machine learning models that are separately weak to get  an accurate 

prediction on a new sample.  Appendix 3 shows the MATLAB code for the 

supervised learning classifier. 

3.5 Result Determination Technique  
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A result determination technique consists of a flowchart-like structure, with each 

node constituted by an attribute and each branch composed of the results of the 

test, and an individual node consisting of a class label. A result determination 

consists of chance event outputs and resource costs. The directions from the root 

to the leaf composes of classification rules. The result determination 

technique process is given as follows: 

1. Decision nodes – composed of squares  

2. Chance nodes – comprises of circles  

3. End nodes – represented by triangles 

 

The result determination s algorithm comprises two parts: nodes and rules. The 

standard suggestion of the algorithm is to produce a flowchart diagram that 

comprises a root node on top. The important factors why the result determination 

technique is used in data mining and classification. Figure 8 represents a result 

determination algorithm.  

 

 

Figure. 8 Result determination algorithm. 

 
Appendix 4 depicts the MATLAB code used to implement the result determination 
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model. The prediction for this system is implemented using MATLAB and 
evaluated using the mean squared error. 

 

3.6 Evaluation of Techniques   

There are several techniques used for the evaluation of results. The mean squared 

error (MSE) technique is an accuracy metric used to evaluate the performance of 

the results in this study. This accuracy metric is the most commonly used in past 

literature. The comparative analysis of the techniques involves identifying and 

selecting a reliable and accurate technique by comparing the mean square error 

(MSE) for the respective models, as discussed by [26]. Reliable and accurate 

techniques must be employed in the modeling of the models, otherwise poor 

estimates may result. The performances of the neural network, binary analysis, 

supervised learning classifier, and result determination is assessed by comparing 

their respective MSE values. The technique with the smallest error value is selected 

as the best-performing technique as discussed by [27]. 

This approach of assessing the performance of a proposed technique as compared 

with benchmarks was also used by [28]. The error estimates for the four techniques 

used to model data in this study are provided to compare the performance of the 

models and their reliability by comparing actual data with predicted models. The 

MSE values were described by [29] and are outlined as follows: 

The errors are computed from a time series, based on an average of weighted past 

observations. At period t, past values of a variable of interest Xt can be observed. 

The model is applied to the historical observations, and the values Ft+1 are 

obtained. Once the values are obtained, they can be compared with known values 

and the error e can be calculated. To identify an accurate model, the following steps 

are followed: 

- Choose a method based on previous knowledge about the observed pattern of 

the time series. 

- Use the method to develop fitted values of the data. 

- Calculate the error. 

- Decide on the appropriateness of the model based on the measure of the error 
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For the purpose of computing errors, a historical data set called a time series is 

considered. The time series is represented as follows: 

𝐹𝑡+1 =
𝑋𝑡+𝑋𝑡−1+⋯+𝑋𝑡−𝑛+1

𝑛
                                 (6) 

=
𝟏

𝒏
(∑ 𝑿𝒊

𝒕
𝒊=𝒕−𝒏+𝟏 )   (7) 

where t is the most recent observation and t + 1 is the next period.  

 

An examination of the error permits the evaluation of whether the chosen model 

accurately mirrors the pattern exhibited in the sample observations. An evaluation 

of the reliability of a model requires the specification of criteria.  

This study utilizes the mean square error (MSE) technique to evaluate the 

accuracy of the models. The MSE is given as 

MSE = 
∑(𝒆𝒕)𝟐

𝒏
=

∑(𝑿𝒕−𝑭𝒕)𝟐

𝒏
          (8) 

This measure defines error as the sum of et divided by the sample size, that is, the 

number of periods. The MSE is a measure of individual errors.  

4. Results 

This study includes the implementation framework and results of the 

programming language used from the preprocessing phase to the training and also 

validation phase of the prediction models. Screenshots of results are presented to 

support the proposed framework. MATLAB software is used to analyze the 

techniques used in this study. Appendix 6 shows the MATLAB code used to read 

the data set file. The data is split into train and test groups. For classification, the 

preprocessed data is fed to the binary analysis model. The data is split into two 

parts; the training set (70% of data) and the test set (30% of data). The test set is 

used to evaluate the performance of the model. Appendix 7 shows the MATLAB 

programming code used to implement this.  

 

Appendix 7 depicts the MATLAB code used to implement the training of the 

supervised learning classifier. Appendix 8 depicts the steps for the supervised 

learning classifier. Appendix 9 depicts the steps for the decision tree model. The 

test data is used to test the intelligence of the model. The test set is fed to the model 
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for the model to make predictions. The predicted outcomes from the model will be 

used to match the actual outcomes of the test set. After the training phase, the 

classifier is tested and its prediction accuracy is measured. To effectively evaluate 

the performance of these prediction models, the evaluation criteria used is the 

mean squared error. The MSE either assesses the quality of a predictor. The MSE 

of the predictor is computed as 

 

The output for the MSE of selected technique is given in Figure 9.  In describing 

Figure 9, the data for the REDcap online data is analyzed. The data is shown in the 

graph analysis by MATLAB software, as shown in the figure. The analysis selects 

the best method for this study. The neural network is selected. Figure 9 shows that 

the MSE of the neural network reduces over time. The graph also shows the time, 

performance, and validity check of the analysis. The execution time is very 

efficient. It is given as 0.0001. As given in the figure, the validity check is good 

when estimates are compared with actual data.  

  

 

Figure 9 MSE model. 

 

The output for the validity performance is given in Figure 10. The figure shows 

the validity performance of the neural network. The performance shows a reducing 
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curve, which indicates efficiency. The graph also shows a reduction in test and 

trained data. The sharp decrease in the graph signifies a reduction in the MSE and 

validity values. Overall, there was a reducing trend in data. This shows that data 

has been following a reducing trend over time.  

 

Figure 10. Validity Performance. 

 

When the evaluation techniques are implemented on the REDcap online data 

collection application, the MSE of the proposed technique, the neural network has 

the lowest mean squared error of 0.02006, compared with the supervised learning 

classifier (0.02529), result determination (0.06471) and the binary analysis 

(0.02941). 

This is shown in Table 1. As a result, the neural network has the best prediction 

accuracy and the lowest mean squared error at 0.02006.  

 

Table 1. Results of MSE for Techniques 

Algorithm      MSE 

Artificial Neural Network   0.02006 

Supervised Learning Classifier  0.02529 
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Result Determination    0.06471 

Binary Analysis     0.02941 

 

Figure 11 and Figure 12 are not required as the study requires the MSE and the 

validity of the technique.  

This study also compares results obtained with previous similar research. This 

study compares results with [30]. The results for the error values of both studies 

are given in Table 2. 

 

ANN error value for this study 
ANN error value for [30] 

0.02006 0.355216 

 

The error value of this study is significantly lower than the previous study. This 

indicates this study is more efficient than the previous study.  

5. Conclusion 

A variety of artificial learning techniques, despite their various strengths and 

Weaknesses were applied in this study. This study compares techniques to identify 

their reliability. compares various artificial learning techniques to identify a 

reliable method. The testing of the techniques is focused on 22 testing data 

datasets. Results show that ANN is the most accurate for estimating data. The 

proposed method has improved previous methods of modeling data. The 

techniques are evaluated by investigating the accuracy of the predicted values for 

artificial neural network (ANN), supervised learning classifier, binary analysis, and 

result determination techniques by computing and comparing their respective 

Mean Squared Error (MSE). To identify a robust technique, performance measures 

are used to test the accuracy of the developed models. This is to investigate the 

robustness of the techniques. The MATLAB code for evaluation is given in 

Appendix 5. 
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The recommended future research for this study involves the following process. 

Currently, applying artificial intelligence techniques to solving issues with 

modeling can be important research. These challenges include variables contained 

in models. Those issues can improve the performance of applying artificial 

intelligence techniques to the models and getting to know the contributions of each 

of these variables to the models will need further research.   
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Appendix 1 
MATLAB Code for Training the ANN model 
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Appendix 2 
MATLAB Code for binary analysis 
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Appendix 3 
MATLAB Code for Training the KNN Model  
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Appendix 4 
MATLAB Code for Training the DT Model 
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Appendix 5 
MATLAB Code for Evaluation 

function V=errperf(T,P,M) 
%   rmse (root mean squared error) 
%   mape (mean absolute percentage error) 
%   e (errors) 
%   se (squared errors) 
%{ 
Abbreviations: 
e: error(s) 
M: METRIC 
m: mean 
P: PREDICTIONS 
p: percentage 
s: squared 
T: TARGETS 
V: VALUE(S) 
%} 
% Transform input 
M=lower(M); 
%% Compute metric 
switch M 
% Errors 
case 'e' 
   V=T-P; 
% Squared errors 
case 'se' 
   Ve=errperf(T,P,'e'); 
   V=Ve.^2; 
% Mean squared error 
case 'mse' 
   Vse=errperf(T,P,'se'); 
   V=mean(Vse); 
case 'rmse' 
   Vmse=errperf(T,P,'mse'); 
   V=sqrt(Vmse); 
% Relative errors 
case 're' 
   assert(all(T),'All elements of T must be nonzero.') 
   Ve=errperf(T,P,'e'); 
   V=Ve./T; 
% Percentage errors 
case 'pe' 
   Vre=errperf(T,P,'re'); 
   V=Vre*100; 
% Absolute percentage errors 
case 'ape' 
   Vpe=errperf(T,P,'pe'); 
                V=abs(Vpe); 
             % Mean absolute percentage error 
                 case 'mape' 
                 Vape=errperf(T,P,'ape'); 
                 V=mean(Vape); 
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Appendix 6 
MATLAB Code for data set file 
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Appendix 7 
MATLAB Code for training of the supervised learning classifier 

 

  



The Islamic University Journal of Applied Sciences (JESC) Volume IV, Issue II, December 2022 

100 
 

Appendix 8 
MATLAB Code for the supervised learning classifier 
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Appendix 9 
MATLAB Code for decision tree model 

 

 


