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Abstract

This work is about visualizing an email network with graphs. This visualization is based on the
email’s topics. So, the first part of this work is about exploring three rule-based methods and an
unsupervised method of topic detection applied to a large dataset. Keyword or Term Frequency
(TF) method is used as a baseline for comparison. Latent Dirichlet Allocation (LDA) combined
with WordNet as well as two versions of conceptual topic detection, both involving a version of
keyword extraction combined with WordNet, are also compared. Our results show that LDA
combined with wordnet has the highest precision but a comparable F-measure to the conceptual
approaches. Through a series of examples, we then demonstrate how annotating the emails with
topics is a good way to shed light on the underlying professional and social relationships within
the email network, which can provide substantial help within application contexts such as forensic
investigations. This annotation is also showed to help in providing quantitative feedback about the

performance of the topic detection algorithms.

Keywords
topic modeling, Social Network Analysis (SNA), Social Network Visualization, Term Frequency
(TF), Latent Dirichlet Allocation (LDA).
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1. Introduction

Different approaches were proposed in the literature to identify communities or groups of users
within social networks. These approaches rely mostly on the connectivity of the users, which are
represented as edges within a graph. The purpose of this research is to develop a program that will
analyze the Enron email dataset to find patterns of networking between the employees of the Enron
Corporation involved in the fraudulent acts of the company leading up to the 2001 bankruptcy.
More specifically, it is designed to help identify and rank the actors involved in a given process
such as accounting, stocks, IT, and management. Although it is possible to find some information
from the organization’s documents or employees about who is involved in a given process, it is
hard to trust this information as some people hesitate to provide the real information during a
criminal investigation. The second goal of this work is to group the actors involved in a process
and understand the nature of their relationship that can be strictly professional or sometimes

personal.

The approach proposed here consists of annotating the emails of a large dataset set using different
approaches. The main technical challenge with the task of topic detection consists of the large size

of the data that cannot be annotated by hand to train a supervised machine learning algorithm.

Several previous works in the literature viewed the relationships between the members of a social
network from a quantitative angle [1], [2], [3]. For example, if two persons exchange 100 emails,
100 would be the weight of the connection between these two persons. However, this weight does
not give any idea about the nature of the relation between the involved persons. In this paper, these
relations are viewed from a qualitative angle, where the topic or subject of the connection is
considered. Combined with the frequency that can help build a weighted graph that shed light on
the true relationships within an organization. For example, if two persons exchanged 100 emails
out of which 56 are about accounting and 44 are about IT that gives a much better idea about the
nature of these persons. In many contexts, such as criminal investigation, learning about the actual

hierarchy of actors involved in a process such as accounting or management can be hard to find.

The work presented in this paper contributes in two main areas. First, it proposes an approach
based on the integration of keywords with two methods based on conceptual information from
WordNet as well as an LDA combined with wordNet. After a comparison of these methods with

a simple Term Frequency (TF) approach, it demonstrates how topic detection of emails can greatly
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reduce the time of criminal investigations, where a large dataset must be searched. This is done by
effectively visualizing the data using a topic graph that gives a precise idea about the interactions

between the involved persons within the network.

This paper is showing how topic graphs can be used on real data collected from a real criminal
investigation. It is also significant in that the technique can be applied to other social networks

besides email, thus making it very useful in many application fields.

2. Topic Detection and Modelling

Topic modeling is based on three fundamental assumptions. First, every document has its internal
(latent) topical structure. Second, this structure can be inferred from the document algorithmically
based on the vocabulary used in each document. More formally, a collection of documents D={dj,
do, ..., dn} may cover a set of topics T={ty, to, ..., tn}. In @ normally constituted data, we usually
have m<n. Third, since words are the main indicators of topics, it is easy to imagine a mapping
between topics and words such that ti={w1, wo, ..., wk}. Topic detection in document d consists of
algorithmically assigning a set of one or more topics (Tq) to every document using a function such
that F(D)— Tq where T¢ S T.

Information Retrieval (IR) and topic identification are tightly related. Given the size of the
documents collection to deal with in IR, unsupervised techniques such as document clustering
were used since the early stages of this field’s investigation [4]. In such approaches, documents
dealing with similar topics are supposed to fall within the same cluster. For example, [5] used Self
Organizing Maps (SOM), while [6] used a combination of Latent Semantic Analysis (LSA) and
K-means. A major disadvantage with clustering is that the machine-built clusters are not easy to
interpret by human users, which limits the application of these techniques. Many works have used
LDA for identifying the topics at the level of sentences in written texts [7]. Later many other
applications to topic identification started to emerge like opinion mining [8], text summarization

[9], analysis of open-ended survey questions [10] and machine translation [11].
3. Social Network Analysis (SNA) and Link Mining (LM)

Social networks are becoming a central part of modern society. Therefore, it is essential for a wide

number of applications to extract information from these networks effectively. Link Mining (LM)
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is concerned about exploring social networks from the angle of the relationship patterns between
the entities. Hence, LM focuses on discovering explicit links between the social network’s entities
represented as a graph [12]. So, for each user of the social network (in our case the email set), the
connections of this user are analyzed usually from two angles: volumetric and temporal.
Volumetric concerns the number of emails sent or received by a given user. The temporal analysis
concerns the response time of such interaction, which is about the time lapse between sending an
email to an email address and getting the response to the same email address. These analyses are
used to calculate different statistical scores that can help rank and group users. Such links usually
exhibit patterns of relationships. Several key indicators were proposed in the literature such as the
degree of centrality of a node, clustering coefficient, betweenness centrality, and the social score
[1], [2]. Graphs are a natural tool to visualize social media, as it is easy to represent a person or an

entity as a node and a connection as an edge.

Unlike previous works, the relations will not be explored here from a binary point of view (there
is a relation or not). Rather, they will be explored from a continuous topical point of view, where

the nature of the relationship between the involved entities is taken into consideration.
4. The Enron emails set

The Enron email set is a large dataset that is publicly available. It was obtained by the Federal
Energy Regulatory Commission during its investigation of Enron's scandal. It is made of about
500.000 emails (1.32 GB of raw data) from 158 users, exchanged by the Enron’s corporation
employees during the period of 1998-2002. Given its importance, this corpus has been explored
by a wide number of works from disciplines such as SNA, text mining and authorship attribution
[13], [1], [14], [15]. This corpus is the right dataset for this study for different reasons. First, it is
a realistic dataset about a real forensic investigation case. Second, this dataset is large enough and
comes from a representative number of adult users from different age ranges and genders (almost

half of the emails are written by males).

An analysis of the email lengths shows that shorter emails are more frequent than longer ones
(figure 1). The lengths of about 44% of the emails are within the range 1-30 and the lengths of
about 60% of the emails are within the range 1-50. On the other hand, only about 24% of the emails
are within the range 100+. These numbers are coherent with the fact that email exchanges within

a professional context such as Enron are usually concise. Hence, given this variation in lengths, a
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good method for topic classification should be able to process texts with different lengths ranges
and to be especially good with short texts.

uuuuu
]]]]]]]

uuuuuu

em

umb:

1-10 11-20 21-30 3140 41-50 51-60 61-70 71-80 81-90 91-100 101-110 111-120 121-130 131-140 141-150 151-160

Email lengths
Figure 1. Number of emails by length range within the Enron corpus

The emails are pre-processed as follows. Since the emails contain information in various formats,
all emails are reformatted into one uniform JSON file. All the history of previous emails is
removed. The removal of everything but the latest response helps reduce the noise related to
previous emails from the same exchange. Also, the subject and the author of the email are not

used. The body of the emails is cleaned from any non-ASCII characters.

To evaluate the system, the authors with the help of two CS students manually annotated a set of
1999 emails. A schema of eight topics was proposed: meeting, management, IT, leisure, stock,
accounting, law, and miscellaneous. The corpus was annotated by four different annotators using

the same program that was written specifically for this task.
5. Experimental setup

The data is analyzed in four different approaches and then compared to measure their effectiveness
and processing runtime. The first approach is a simple keyword search, which will serve as the
basis for comparison for the other three methods. The second and third approaches utilize NLTK’s
WordNet in a modified and more complex versions of the keyword search, while the fourth version
uses a hybrid of LDA and WordNet.

WordNet is a thesaurus-like and psycholinguistically motivated lexical database that was
developed at Princeton University [16], [17] (see [18] for an introduction). Within this database,

6
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the synset is the smallest unit and represents a meaning of a word (possibly among others). In
addition to a word’s explanation and usage examples, WordNet also covers semantic relations such
as synonyms, antonyms, hyponyms (a word that has a more specific meaning than another. For
example, lion is a hyponym of animal) and hypernyms (animal is the hypernym of lion). In the
three approaches proposed here, WordNet plays a key role in the mapping between the words, that
are too specific, and the concepts that are generic by nature and can be expressed by multiple

words.
5.1 Term Frequency (TF)

Words and concepts are tightly interrelated. Hence, it is possible to use keywords as an indication
of a topic in a text. This method is usually referred to as Term Frequency (TF) and it was one of
the first used methods in Information retrieval [19]. It consists of finding the most frequent word(s)
in a document and mapping it into the list of topics. It is widely used in text processing software
for keyword search. This method has well-known limitations in the literature [20]. However, given
its simplicity and popularity, it is used here as a baseline for our comparison. Some examples of

mappings between topics and keywords are provided in table 1.

Table 1. Example of keywords mapping into topics

Topic Keywords

Management Management, Guidance,
Supervision

Accounting Accounting, Finances, Balance
of Payment

Meeting Meeting, Board  Meeting,
Conference, Convention

Stock Stock, Shares, Growth Stock

Leisure Leisure, Free Time, Vacation

Legal Law, Tax Law

Other No keywords

5.2 Concept based search

The main limitation of keyword-based information retrieval is that only the texts that contain
words that match the searched keyword will return positive results. There is a great potential to
improperly assign a topic or fail to assign one altogether. To go beyond simple pattern matching,
semantic relationships can help widen the spectrum of relevant words found in the text. Hence, a
generalization of the extracted keywords is carried out with a list of the keyword hyponyms that

is obtained from WordNet.
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The searched concepts are defined in two ways. First, the semi-automatic synset selection consists
of getting every synset for every keyword using WordNet. Then, using WordNet again, every
synset for every direct hyponym of each of the original synsets is found and mapped to the
keyword. The intention of creating such a large list of synsets is that the increased range of words
increases the chances of properly assigning a topic. The second approach, the manual synset
selection, is a stripped-down version of the first. One specific synset is chosen for each topic and
then WordNet is used to make a list of all the direct hyponyms for those specific synsets of the
topic keywords. In both versions, when needed, additional synsets can be added by hand to enrich
the concept. For example, the topic “accounting” can have the synsets “transaction.n.01” and
“value.n.02” added onto the hyponym list in addition to the ones WordNet automatically added.

Both of these methods provide us with the final list of target synsets to search in the text.

After defining the searched concepts, the search is carried out as a binary decision process. For
every searched concept, the program decides if the text is relevant for this concept or not. WordNet
is again used to match the word against a defined concept. The program will read each email once
for every topic keyword. As each word in the email is read by the program, the same WordNet
function as before is called to find each synset associated with that word. Since the program cannot
determine the context of the current word being analyzed, all the synsets of that word are used to
match against the current target keyword synset (table 2). It then compares each of those new
synsets of the current word in the email to each of the synsets in the current topic’s synset list using

WordNet’s path_similarity() function.

Table 2. Example of how each word in the email has all senses of the word analysed against each topic synset

Current word in email Current topic being scored
Transaction Management
Associated Synsets Current Synset being scored
“expedition.n.01”, “expedition.n.02”, “administration.n.01”
“expedition.n.03”, “excursion.n.01”,
“dispatch.n.03”

The function returns a score based on how similar a synset is to another synset. If the resulting
score is higher than .35, the program assigns that word in the email a point. To prevent topics with

larger synset lists from getting more points than those topics with fewer hyponyms, no more than



(JESC) The Journal of Engineering, Science and Computing Issue 11, Volume I, December, 2019

one point can be assigned per word. After all the words in the email have been compared to all the
topic’s synsets, the score is added up and divided by the total number of synsets in the email to
give the weighted average for that topic. The process then repeats for the rest of the target topics.
Since we have decided that an email can have multiple topics assigned to it, a minimum threshold
was created to prevent the program from assigning too many topics to an email. The weighted
average score for a topic must be greater than or equal to 0.01 to be assigned as the topic to that
particular email (see table 3 for an example). Any email where all the topics fail to meet that

minimum threshold are assigned the topic of “Other.”

Table 3. Example of mapping between the keywords extracted from an email and topics

Email Topic scores Chosen Topics
Rick, Attached is the spreadsheet that {'meeting" 0.0, 'accounting": Accounting
contains the capital deployed as of June 0.014084507042253521, 'management': 0.0,
2001. Let me know if you need anything  ‘'stock’: 0.001006036217303823, ‘leisure": 0.0,
else. Thanks, Rob Rob Brown Manager, 'IT" 0.0, 'law": 0.0}
Enron Corp. Financial Accounting
Reporting Off. 713.853.9702 Cell
713.303.4497

5.3 LDA

Presented for the first time in [21], Latent Dirichlet Allocation (LDA) is one of the most popular
methods for unsupervised topic detection. Based on the Bag of Words approach, LDA is a
generative model that builds on the following intuitive idea: every document is made of a mixture
of topics and every topic has a distribution of words that is associated with it. The plate notation

of the LDA model is provided in figure 2.

OHOofo®

o & z wWoN

M

Figure 2. Plate notation for the LDA model

Where:

— o is a Dirichlet prior that represents the topic distributions per-document. A high value for a
indicates that each document is likely to contain multiple topics.

— P is a Dirichlet prior that represents the word distribution per-topic. A high beta indicates that
each topic will be made of many words.
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— 0i represents the topic distribution for document i. One can think of this parameter as document-
topic matrix.

— ok represents the word distribution for topic k. It consists of rows defined by topics and columns
defined by words.

— zij represents the topic for the j-th word in document i

— wijj represents a specific word j in document i.

— M is the total number of documents within the corpus.

— N number of words in a document.

The Gensim library was used to build the LDA model. To make LDA more effective, the

vocabulary dictionary of the model is made up of every noun and plural noun that appears in the
email messages except for stopwords. The NLTK built-in Part-of-Speech Tagger was used to
identify the nouns. To increase the speed of the program, a list of stopwords is created using
NLTK’s default stopwords. Each email, being used to create the vocabulary dictionary, passes
through a Regular Expression to check validity. Words, that do not match the regular expression
and thus are not real words, are added to the stopwords list. As the stopwords list grows, the
program speeds up because it knows which words it does not have to pass through to the NLTK
POS tagger. A training set of emails is then fed to train the LDA model and produce a set of topics.
Each topic produced by the LDA model is a list of keywords. Therefore, the raw topics are not
usable for this type of analysis in their current state. Hence, alterations must be made before they
can be used in the topical analysis module. The top keyword from each topic list is added to the
new topic set. A simple check is done to avoid topic keyword repetition in the new set (see figure
3 for an example of the above steps). The final step in preparing the LDA topics for the analysis
is the transformation of the topics into WordNet readable synsets. To do this, every hyponym of
every synset of the keyword set is found from WordNet. Because the synsets are being chosen for
every sense of the word, the resulting dictionary of synsets is significantly larger than that of the
WordNet version where a specific synset is chosen for each topic.

10
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Topic O: talk, bill, office, commitment
Topic 1: governor, course, office, today
Topic 2: talk, schedule, message, set

Encoded vocabulary

3

Document to Bag-
of-Words

I

‘Yoday time governor talk schedule try set
course office message commitment”

4hi

governor sign bill

Pre-Processing

I

‘| talked to Hettie today. It's unlikely that we are going to find time for Jeff and the
Governor to talk (because of the Governor's schedule). We'll try to set something up
later. In the meantime, the Governor should just sign the bill. Of course, Hettie had
already communicated this; the Gov’s office ack ledged that the ge was
received but did not make a specific commitment.”

Figure 3. Example of an email topic detection with LDA

6. Evaluation and Results

Given the size of the Enron dataset, it is essential to do performance analysis in terms of processing

time. A runtime comparison is depicted in figure 4.

11
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Runtime in minutes

LDA Conceptual (manual) Conceptual (semi-automatic) T

Figure 4. Runtime comparison of the four approaches to complete the topical analysis of the 1999 test

emails (in minutes)

As seen in figure 4, the runtime is proportional to the complexity of the method. So, TF is the
fastest method given the simplicity of processing, as it analyzed the 1999 test emails with a runtime
of 8.88 seconds. On the other hand, LDA, being the most computationally complex approach,
requires more time than the three other methods (about 14 minutes). Finally, the difference
between the two conceptual methods on the one hand and the LDA approach is not substantial,
with the manual synset selection method taking 11 minutes and the semi-automatic synset selection
method taking 11 minutes and 45 seconds.

In addition to the runtime, it is important to compare the performance of the adopted approaches.
For the testing of the accuracy of the topical analysis, a separate program was created that
compared the topics of the 1999 hand-annotated emails to the same 1999 emails that have been
run through the different discussed topical analysis programs. The evaluation was performed using
the following three following metrics: recall, precision, and F-measure. Since we are dealing with
a multiple topic setup, these metrics were calculated based on [22]. Figure 5 depicts the

performance of the four adopted measures.

12
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TF Semi-Automatic Synset Manual Synset Selection LDA
Selection

M Recall OPrecision BF score

Figure 5. Accuracy Comparison of the Topical Analysis Programs using the 1999 part of the data set that was
annotated by hand

The accuracy of the TF method is the lowest in the three considered measures, with the recall being
0.34, precision being 0.46, and F-score being 0.39. The two conceptual approaches have
comparable F-score (0.45 for the semi-automatic and 0.46 for the manual), this score is driven by
the small difference in terms of precision (0.58 for the semi-automatic and 0.60 for the manual).
LDA has comparable F-score to the conceptual approaches 0.45. However, its recall is slightly

lower (0.35), while its precision is slightly higher (0.63).

As we have seen in section 4, there is an important variation in email lengths within the Enron
corpus. Therefore, it is important to study how the four different approaches are sensitive to the
variation in the texts’ lengths. To account for that, we depicted the three adopted measures of
performance for every approach by a varying length of the texts (figure 6). The lengths are
measured by the number of words. We adopted the word as a measure of length as the lexicon is
the basis of topic classification within our four approaches. We also used sixteen gradual length
ranges by 10 words, between 1 and 160, as these ranges seem to reflect the variations of lengths

as discussed in section 4.
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Figure 6. Accuracy Comparison of the Topical Analysis Programs by email lengths using the 1999 part of the data set

that was annotated by hand
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7. Discussion of the results of topic detection

The results depicted in figure 5 are coherent with our initial expectations. TF has the lowest F-
score. This score is driven by a low recall, which is justified by the limited capacity of
generalization of the keyword search. This is because TF has a great potential of a mismatch of
the topic. The generalization brought by WordNet usage by the three other methods is rewarded
by a higher recall, especially with the conceptual methods. On the other hand, the complex
processing of LDA gives the highest precision of all the approaches. A final observation about all
the approaches, it is easy to see that recall is lower than precision. This suggests that the mapping
between the keyword part of all the adopted methods is problematic, as it is hard to build a robust
representation of the topics. However, this incomplete representation of the topics is better at
building the boundaries between the topics.

The results by email lengths show different patterns. For the keyword-based approach (TF), the
tendency is clear: the more words we have, the lower the performance. This is because the increase
in size means an increase in the number of candidate keywords. Consequently, within the range 1-
10, TF has the highest performance. This can explain the poor overall performance of this
approach. On the other hand, the three other approaches seem to better resist the variation in length.
Finally, except for TF, precision seems to be more prone to variation with the length increase than
recall. Since precision is about adding a new class that is incorrect (e.g. saying that an email about
management is also about leisure), the risk of incorrectly adding a new class increases with the

increase of the number of words.
8. Visualization of the graph of topics

Following the topical analysis of the emails by the four different approaches comes the creation of
the network graphs. This is done with the library NetworkX in Python. In addition to helping draw
the graph, this open-source library provides functions for standard graph algorithms as well as
different measures of centrality used in SNA. The program goes through every email and gets the
“to address” and the “from address” of the email. These will be used to create the nodes and edges
of the graph. As the program reads through the emails, it adds weight to the edges between the
nodes. If there is no existing node for the “from address” it will create one. It will do the same for
the “to address”, but with this one condition changed: if there are multiple recipients of the email,

it will check for an existing node for all the “to addresses” and create new ones if necessary. This
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allows for the creation of nodes for every recipient of the email. Once the nodes are created, an
edge is generated between the sending node and all the recipient nodes with a starting weight of
one. NetworkX can detect if an edge already exists, so if there is already an edge, the weight of
that edge is increased by one. In addition to keeping track of the weight of each edge, NetworkX
can keep track of custom attributes. Using this feature, the weight of each topic is saved to the
edge in addition to the edge weight. For example, an edge between two nodes could have the
following attributes: ‘weight:45, meeting:6, accounting:2, management:7, stock:0, leisure:5, IT:0,
law:0, other:25°. These added attributes allow for creating graphs based on different topics. The

data visualization tool used to create the examples in this paper is the open-source software Gephi.

To give an idea about the usefulness of the topical annotations of the connections, let’s first start
with a simple example. Suppose we have the following situation: a and b exchanged 100 emails
out of which 25 are about accounting. Let’s suppose as well that a and ¢ exchanged 60 emails, out
of which 40 are about accounting. If we take the absolute numbers, b is more connected with a

than c. However, if we are interested in emails about accounting then c is more connected with a.

General graph Topic graph

@

Figure 7 A general graph and a topic graph

As we can see in figure 7, the topic graph shows some underlying patterns in the social graph that

cannot be seen by observing the general graph.

To give examples of a larger scale, let’s start with the graph depicting all the connections within

the Enron dataset, presented in figure 8.
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Figure 8 Graph depicting all the unlabeled connection of the Enron dataset

As we can see in figure 8, this graph just gives a very general idea about the connections within
the network. One can see there are some clusters (surrounded by red circles) of different sizes. At
this level of generality, it is hard to tell if these clusters are about groups of people of similar
interests or what is exactly the nature of the interactions within each of these clusters.

If we use the 1999 portion of the dataset. The top 500 nodes (by degree) are provided in figure 9A,
along with the top 500 nodes (by degree) with all the nodes of Enron employees that were found
guilty highlighted in red that are provided in figure 9B. Despite the reduction of the number of
emails, the produced graphs are not very useful as they still give a very general overview of the
interaction patterns within the network.

A B

Figure 9 (A) Top 500 nodes without topic — (B) Top 500 nodes without a topic, with the nodes of
Enron employees that were found guilty highlighted in red
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Another example is provided in figure 10. It is about the top 21 nodes (by degree). This graph
showcases how one can find the biggest contributors to a social network. Some of the larger nodes
are encoded as follows: A: Jeffrey Skilling, B: Kenneth Lay second email address, C: Jeff
Dasovich, D: Tim Belden, and E: Kenneth Lay’s primary email address. A surface-level look at
this network graph shows that not only do Jeff Dasovich and Tim Belden communicate with a lot
of people, they also communicate with each other much more than anyone else. In this example,
one might also be interested in who the unlabeled node is that communicates with Kenneth Lay’s

primary email address. Further investigation reveals that it is his secretary, Rosalee Fleming.

Figure 10. Top 21 nodes with all topics from the full corpus

With the classic method, we can have a more precise view by selecting the weight range (e.g. the
most or least connected range). However, despite its precision, this graph does not give any
information about the nature of the interactions between the nodes.

In figure 11, we have the employees with the highest count of unique email recipients with the
topic of law as analyzed with the manual synset selection method. This is an example of how one
could analyze a graph to see who talks to most people about a certain topic. In addition to that, we
can see who they talk to the most by seeing the larger edges.
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Figure 11. Topic Law from the entire corpus, with A - michelle.akers@enron.com, B -
phillip.allen@enron.com, C - eric.bass@enron.com, D - anne.bike@enron.com, E -

kayla.harmon@enron.com, F - jeff.dasovich@enron.com, and G - araceli.romero@enron.com

In addition to being useful for understanding the social and professional relations underlying the
network, graph visualization is useful for evaluating the performance of the adopted topic detection
algorithms. To do so, we generated the meeting of the meeting topic using the 1999 human-
annotated emails as well as the equivalent graphs generated by three topic detection methods as an
example (figure 12). To make the comparison easier, we selected specific nodes that seem
important on the human graph and highlighted them in other graphs. The red node represents the
user Steven Harris. The red node is present in all the graphs, but we can see that it is much less
important in the semi-automatic and keyword search methods than it is in the human method and
the manual synset method. Furthermore, the blue node represents Mike Grigsby. This node, which
is prominent in the human graph, is only present in the manual synset graph. The yellow node that
represents Mitch Robinson is found in only the human graph, meaning that all the other methods
failed to categorize any of their emails with the topic "meeting"”. The orange node is based on what
is most prominent in the manual synset method. As we can see, the orange node is also found in
the human graph and the semi-auto graph, but not in the keyword search graph. It is interesting to

note that what seems central in the WordNet methods is much less prominent in the human graph.
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Figure 12. Comparison of partial graphs generated with three topic detection methods with the graph

based on the human labeled data

9. Conclusions

This paper is about visualizing social networks with graph topics. It is made of two main parts. In
the first part, we compared four different approaches to topic detection using the Enron dataset.
The results showed that LDA outperformed the three other approaches especially in terms of
precision. In the second part of the work, we demonstrated how topic graphs can shed light, not
only on the quantitative aspects of the relations between the users but also on the nature of these
relations through the topics. We also showed that the graph generation method can also bring

interesting information about the qualitative performance evaluation of the topic labeling methods.

Several perspectives of this work are being explored. First, a larger scale comparison of different
rule-based and unsupervised machine learning approaches is being carried. In addition, a deeper

exploration of the role topics within the graph is also being conducted. Finally, the application of
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the concepts presented in this paper is being considered to other types of social networks like

Twitter and Facebook.

10. References

[1]

[2]

[3]

[4]

[5]
[6]

[7]

[8]

[9]

[10]

[11]

J. Diesner and K. Carley, “Exploration of communication networks from the Enron email

corpus”, In Proceedings of Workshop on Link Analysis, Counterterrorism and Security,
Newport Beach CA, 2005.

J. Diesner, T. L. Frantz, and K. M. Carley. “Communication networks from the Enron
email corpus”. Journal of Computational and Mathematical Organization Theory, 11:201—
228, 2005.

Ryan Rowe, German Creamer, “Automated Social Hierarchy Detection through Email
Network Analysis”, Joint 9th WEBKDD and 1st SNAKDD Workshop’07 August 12, San
Jose, California, USA, 2007.

Gerard Salton, ed., The SMART Retrieval System. Englewood Cliffs, N.J. Prentice Hall,
1971.

Everitt B.S., Landau S., Leese M., Stahl D., Cluster Analysis, 5th Edition, Wiley, 2010.

Halabi Ammar, Ahmed-Derar Islim, Mohamed-Zakaria Kurdi, A hybrid approach for
indexing and retrieval of archaeological textual information, International Conference on
Knowledge-Based and Intelligent Information and Engineering Systems, /9/8, pp 527-535,
2010.

Shafiq Joty, Giuseppe Carenini, Gabriel Murray, and Raymond Ng, Finding Topics in
Emails: Is LDA enough? 2009 https://raihanjoty.github.io/papers/joty-carenini-ng-lda-
nips-09.

Veselin Stoyanovand, Claire Cardie, Topic ldentification for Fine-Grained Opinion
Analysis, Proceedings of the 22nd International Conference on Computational Linguistics
(Coling 2008), pages 817-824 Manchester, August 2008.

Chin-Yew Linand, Eduard Hovy, The Automated Acquisition of Topic Signatures for Text
Summarization, COLING '00 Proceedings of the 18th conference on Computational
linguistics - Volume 1 Pages 495-501, Saarbriicken, Germany — July 31 - August 04,
2000.

W. Holmes Finch Maria E. Hernandez Finch Constance E. McIntosh Claire Braun, “The
use of Topic Modeling to Analyze Open-Ended Survey Items”, OpenMx XSEM with
Applications to Dynamical Systems Analysis, May 22, 2017.

Jinsong Su, Deyi Xiong, Yang Liu, Xianpei Han, Hongyu Lin, Junfeng Yao, Min Zhang,

A Context-Aware Topic Model for Statistical Machine Translation, Proceedings of the
53rd Annual Meeting of the Association for Computational Linguistics and the 7th

21


https://raihanjoty.github.io/papers/joty-carenini-ng-lda-nips-09
https://raihanjoty.github.io/papers/joty-carenini-ng-lda-nips-09

[12]

[13]

[14]

[15]

[16]

[17]

[18]

[19]

[20]

[21]

[22]

(JESC) The Journal of Engineering, Science and Computing Issue 11, Volume I, December, 2019

International Joint Conference on Natural Language Processing, pages 229-238, Beijing,
China, July 26-31, 2015.

Lise Getoor, Christopher P. Diehl, LinkMining: A Survey, SIGKDD Explorations, 7(2),
pp 3-12, 2005.

Man Wang, Minghu Jiang, Text categorization of Enron email corpus based on information
bottleneck and maximal entropy, ICSP2010 Proceedings, 2010.

A. McCallum, X. Wang, A Corrada-Emmanuel, Topic and role discovery in social
networks with experiments on Enron and academic email, Journal of Artificial Intelligence
Research, Volume 30 Issue 1, September Pages 249-272, 2007 .

M. Zakaria KURDI, Content-dependent vs. content-independent features for gender and
age range identification in different types of texts, International Florida Artificial
Intelligence Society FLAIRS-33, May 19-22, 2019, Sarasota Florida.

George A.  Miller, WordNet: A  Lexical Database  for  English.
Communications of the ACM Vol. 38, No. 11: 39-41, 1995.

Christiane Fellbaum, WordNet: An Electronic Lexical Database. Cambridge, MA: MIT
Press, 1998.

M. Zakaria KURDI, Natural Language Processing and Computational Linguistics 2:
Semantics, Discourse and Applications, London, ISTE-Wiley. ISBN: 978-1-848-21921-2,
2017.

Gerard Salton, and Michael J. McGill, Introduction to Modern Information Retrieval, New
York, McGraw-Hill Book Company, ISBN 0-07-054484-0, 1983.

Furnas, G. W., T. K. Landauer, L. M. Gomez, and S. T. Dumais, “The vocabulary problem
in human-system communications”, Communications of the ACM 30(11), 964-971, 1987.

David Blei, Andrew Ng, Michael Jordan, and John Lafferty, (ed.). "Latent Dirichlet
Allocation”. Journal of Machine Learning Research. 3 (4-5): pp. 993-1022, 2003.

Marina Sokolova, Guy Lapalme, A systematic analysis of performance measures for
classification tasks, Information Processing and Management 45, pp 427-437, 20009.

22



(JESC) The Journal of Engineering Science and Computing, Issue II, Volume I, December, 2019

A Hybrid Particle Swarm Optimization and Simulate Annealing
(PSO-SA) Algorithm for Scheduling a Flowshop Manufacturing
cell with Sequence Dependent Setup Times

Al-Mehdi M. Ibrahem,
College of Engineering, University of Gharayn, Libya
Email: umalmehd @myumanitoba.ca

Tarek Elmekkawy

College of Engineering, Qatar University, Qatar
Email:tmekkawy @qu.edu.qga
and

Hussein Elmehdi

College of Sciences, University of Sharjah, AUE
Email:hmelmehdi @sharjah.ac.ae

Abstract

In cellular manufacturing systems, minimization of the completion time has a great impact on pro-
duction time, material flow, and productivity. An effective scheduling is crucial to attaining the
advantages of cellular manufacturing systems.

In this paper, a Hybrid Particle Swarm Optimization (PSO-SA) algorithm is proposed to solve a
cellular flowshop scheduling problem with family sequence-dependent setup time. The proposed
PSO-SA algorithm combines Particle Swarm Optimization (PSO) algorithm with Simulated An-
nealing (SA) as a local search to balance between diversification and intensification. The objective
is to find the best sequence of families as well as jobs in each family in order to minimize total
flow time; the problem is classified as: F,, \ fmls,Sej;, prum\ ijyzl Cj.

The research problem is shown to be an NP-hard problem. PSO-SA is developed to improve the
effectiveness of the PSO algorithm and to reduce the average variation from the lower bounds.
The performance the proposed PSO-SA is evaluated based on the Relative Percentage Deviation

(RPD) from lower bounds and compared with the best available algorithm.
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Results showed that the hybridization of the PSO with SA improves the quality of the PSO algo-

rithm and reduces the gap from the lower bounds especially for large problems.

keywords

Particle Swarm Optimization, Simulated Annealing, Cellular flowshop, Sequencing-dependent
setup time, Total Flow Time, Hybridization, Local search.
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1 Introduction and Problem definition

Flowshop group scheduling problem has received much attention in the academic and practice-
oriented literature Due to its practical relevance [1]. Manufacturing organizations seek productive
efficiency or cost-effectiveness solutions by competing via fast time to market and low production
costs [2]. Cellular Manufacturing (CM) uses Group Technology (GT) in grouping machines ac-
cording to parts processed. GT is a philosophy to put the products with similar design or man-
ufacturing characteristics or both in one group [3]. CM aims to improve the productivity by
grouping the parts into part families based on their similarity such as production requirements
and setup times. Further, production scheduling is a decision-making process that improves the
utilization; it deals with the allocation of resources to tasks over given periods and its goal is to
optimize one or more objectives [4]. An efficient job scheduling is a crucial aspect of any man-
ufacturing environment. Thus, the next step for improving the efficiency of a manufacturing cell
is to find the best sequence of processing the assigned parts (jobs). The problem is (classified as:
Fu\ fmls,Sej, prum\ZI}’:1 C;); and known as Flowshop Manufacturing Cell Scheduling Problem
(FMCSP) or Cellular Flowshop Scheduling Problem [5]. Most of the existing research focuses on
minimization of Makespan (MS) due to its lower computational complexity. MS computes the
maximum completion time; the completion time of last job to be processed on the last machine.
Total Flow Time (TFT) computes the sum of completion times of jobs over the last machine. Min-
imization of TFT reflects a stable utilization of resources, reduces the work-in-process inventory,
and minimizes setup times costs. Therefore, TFT is more relevant to a dynamic production envi-
ronment [6]. Moreover, the minimization of TFT of the jobs will reduce the production time, and
decrease the number of delayed deliveries. Consequently, productivity, and profitability of the firm
will be increased. For example, a company may receive several orders from different customers,
and all of them have the same priority (weight) for the company. Minimization of TFT is appropri-
ate as it would indirectly minimize the Work- In-Process inventories (WIP). Therefore, The main
goal of this paper is to find the best sequence of part families as well as the jobs or parts in a part
family in order to minimize total flow time.

The mentioned problem "Scheduling a flowshop of cellular manufacturing systems with family
setup times" was studied for the first time by [7]. Schaller et al. developed several heuristic algo-
rithms with minimization of the makespan as the criteria. Further, they developed a lower bounding
method to evaluate the solution quality of the proposed heuristic algorithms. A Genetic algorithm
(GA) and a Memetic algorithm (MA) with local search are proposed by [8] for the makespan min-
imization. They concluded that the solution quality of the MA was outperformed the available
algorithms. Hendizadeh, presented various TS based meta-heuristics for FMCSPs with SDSTs to
minimize makespan [9]. They proposed the concepts of elitism and the acceptance of worse moves

from SA to improve intensification and diversification.
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1.1 Problem Statement and Assumptions

In a cellular manufacturing environment, machines are grouped into cells. Each cell is dedicated to
the production of a specific part family. A cell consists of machines or workstations, arranged in a
processing sequence. In FMCSP, there are N, jobs which are grouped according to their similarity
and production requirements. Therefore, there are F part families {1,2,....,F} to be processed
in a cell that has m machines {M,M>,...,M,,}. The ultimate goal is to find the best sequence
of processing the part families as well as jobs within each family in order to minimize the total
flow time and makespan simultaneously. Using the triplet notation [4], the problem can be notated
as: F, \ fmls,Sej;, prum\ Cmax,):y:l C;. The solution of the studied problem is achieved in two

phases or levels:
1. Sequencing of part families
2. Sequencing of jobs within each part family

The solution representation consists of ' + 1 segments; the first segment F represents the sequence
of part families on each machine, the other segments correspond to the sequence of jobs within
each part family [10, 11, ?, 12, 13, 14]. The sequence of part families and the parts within each
part family are the same on all machines (permutation flowshop). As shown in Figure 1, for a

feasible schedule, a solution 7w of FMCSP takes the following structure:

where
Iy = {H[f}[lbn[f][Z]’ --------- LA oo T v

is the sequence of the jobs in each part family. Figure 1 shows solution structure of part families

S S
(1)2) [F-1][F]
m_) T B’H
S Otr1t Sifing

Figure 1: The solution structure of a Flowshop Manufacturing Cell Scheduling Problem [12].

as well as jobs in each part family:
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The problem is classified as: F;, \ fmls, Sej;, prum\ Z]}': 1 C;. The objective is to minimization

of the Tolal Flow Time (TFT); The following assumptions are used in this research:

e The number of parts (jobs), their processing times, the number of part families, and their

setup times are known in advance.

e The sequence of parts and part families are the same on all machines (permutation schedul-

ing).

e Once a part starts to be processed on a machine, the process cannot be interrupted before

completion (pre-emption is disallowed).
e Each machine can handle only one part (job) at a time.
o All buffers have unlimited size.

e The jobs belonging to each family should be processed without any preemption by other jobs

of other families (group technology assumption).

e The ready time of all parts is zero, i.e, all parts in all part families are available for processing

at the start time.

e Setup time depends on both the part to be processed and its preceding part. There is a minor
setup time among parts within a family but there is a major (considerable) setup time among

the part families.

The minimization of the total flow time was studied for the first time by Salmasi et al [15]. They
developed two meta-heuristics based on Tabu Search (TS) and Hybrid Ant Colony Optimization
(ACO) algorithm to minimize TFT. They showed that the algorithm had a superior performance
compared to the TS algorithm and it has been considered as the best available metaheuristic. They
developed an efficient lower bound based on the Branch- and-Price for total flow time minimiza-
tion. Naderi et al [16] studied the proposed problem, and they developed two different mixed
integer linear programming models and showed that the models are effective in solving small and
medium sized problems and provide the optimum solution in a reasonable time. They developed a
hybrid genetic and simulated annealing algorithm, called (GSA) to solve the problem heuristically
and proved that the proposed mathematical models and the proposed metaheuristic algorithm out-
performed the available algorithms in the literature.

As aresult of the limited work done on the TFT minimization, more algorithms are needed to min-
imize the TFT. The contribution of the work is to develop a hybrid algorithms combining PSO and
SA to balance between diversification and intensification.furthermore, the PSO-SA is developed to

improve the effectiveness of the PSO algorithm and to reduce the average variation from the lower
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bounds and to improve the quality of the obtained solutions by PSO algorithm. Therefore, this
paper presents the a hybrid algorithm (PSO-SA) to solve the FMCSPs with SDSTs to minimize
the TFT.

2 Proposed Algorithms: PSO, and PSO-SA

Particle Swarm Optimization (PSO) is a novel iterative computational evolution model that was
developed by Kennedy and Eberhart [17]. An overview of important work and research direc-
tions on particle swarms as well as applications are presented by Poli et al [18]. Liu proposed
an effective particle swarm optimization (PSO) based memetic algorithm (MA) for the permuta-
tion flow shop scheduling problem to minimize the makespan [19]. A novel PSO algorithm for
the permutation flowshop scheduling is applied by Lian et al [20] to minimize makespan. Tseng
developed a PSO algorithm for the scheduling of multiprocessor tasks in a multistage hybrid flow-
shop with makespan minimization [21]. Kuo proposed a hybrid PSO model named (HPSO) that
combines random-key encoding scheme, individual enhancement (IE) scheme, and PSO to solve
the flowshop scheduling problem to minimize makespan [22]. RameshKumar et al [23] proposed a
Discrete Particle Swarm Optimization (DPSO) algorithm to solve permutation flowshop schedul-
ing problems with the objective of minimizing the makespan . Lin et al [24] presented a hybrid
algorithm combined PSO algorithm with SA technique, and multi-type individual enhancement
scheme to solve the job-shop scheduling problem. Liu et al [25] proposed a hybrid PSO with es-
timation of distributed algorithms to solve permutation flowshop scheduling problem to minimize
the makespan. Gohar and Salmasi proposed several hybrid metaheuristic algorithms based on PSO
and SA to heuristically solve the flexible flow-line scheduling problem by considering constraints
for the beginning and terminating times of processing the jobs. The objective again was to mini-
mize the makespan [26].

Simply, PSO algorithm simulates birds swarm behaviour, and makes every particle in the
swarm move according to its experience and the best particles experience to find a new better
position. After the evolution, the best particle in the swarm is seen as the best solution for the
input problem. The population of PSO is called swarm and each individual or particle which is
a potential solution is known with its current position and current velocity. The new position of
each individual particle is obtained by assigning a new position as well as a new velocity to the
particle. Each particle gains a different position, and the value of each position is evaluated based
on the value of the objective function. The main advantage of this approach is that every particle
always remembers its best position in the experience. When a particle moves to another position,
it must refer to its best experience and the best experience of all particles in the swarm. The best
position of each particle that has been gained so far during the previous steps is called the best

particle (p-best). The best position gained by all particles so far is called the global best (g-best).
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The new position as well as the new velocity of each particle are obtained based on the previous
positions, the p-best, and the g-best. Considering an n-dimension search space, there are S par-
ticles (swarm size) cooperating to find the global optimum in the search space. In a swarm of §
particles, the it particle is associated with the position vector {x;1,xp,....... ,Xin } and the velocity
{Vil,viz, ....... ,V,‘n}.

The p-best and g-best are updated each iteration based on generation of new swarms. Each particle
uses its own search experience and the global experience by the swarm to update the velocity and

flies to a new position based on the following equations:
vi(t+1) = wv;(t) + Ciri(P; —x(1)) + Cor3 (G — x;(t)) (1)

xj(t+1) =v;(t+1)+x;() 2)

Where w is the inertia weight, it controls the influence of the previous velocity of particles,
C1 and G, are called acceleration coefficients that provide weight to the social influence. The
parameters r; and r, are uniformly distributed random variables in the range between [0, 1]. For
the ' iteration, P! and G’ are the p-best (for i particle) and g-best particles respectively. The

values of these parameters are updated in each iteration based on the following equations:

max min
— W

: w

w= Wmm + —a(maxI—I) (3)

l4+e mal

) cmax _ Cmin
Cr=cpn+ L ——L e 4)

l+e mad

. Ccmax _ Cmin
C=Cping 22 5)

1 + emad

The maximum and minimum values of the above parameters are presented in Table 1, where /
is the current iteration, maxl/ is the pre-set value of maximum number of iterations, and is constant
equal to 10. Particles fly in the search space based on equation (1), and equation (2). Every particle
always remembers its best position in the experience. When a particle moves to another position,
new velocity is calculated according to the previous velocity and the distance of its position from
both p-best and g-best. However, the new velocity is limited to the range to control the extreme
traveling of particles outside the search space. Particles gain their new positions according to the
new velocity and the previous position equation (1) and equation (2). Liu et al [27] implemented
Ranked Order Value (ROV) to convert the continuous position value of the particles to job sequence
to solve permutation flowshop scheduling problem. In this study, ROV is implemented to convert

the position of particles to part families sequences as well the sequence of jobs in each part family.
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Table 1: The maximum and minimum values of PSO parameters

Parameter. Max. values Min. values
W 2 0.4

C 2 0.4

G 2 0.4
Position value 0 4

Velocity -4 4

2.1 Initial S warm

The algorithm starts with generating the initial velocity and position for j* particle in the swarm

of size N{j € {1,2,.....,N} according to the following equations:

XOi - Xmin +r (Xmax - Xmin)a (6)
VOi - Vmin + VZ(Vmax - Vmin), (7)

The subscript O refers to the starting point, i.e., before the iterations are started. Xji,, and Xpax
represent the minimum and maximum position values. V,,;,, and V,,,4, represent the minimum and
maximum velocities. Also r| and r, are random variables in the range between [0, 1]. Therefore,

the initial position of particle X; will be as follows:

Xi1 Xz - Xan
X1 X - Xon,
Xi= ’ ) ' ' 3
Xir1 Xirp 0 Xigwy
Xirri1 Xirr12 0 XiPrn)F

Particle flies in the search space with velocity matrix V;

Vit Vi - Van
Vi21 Vi - Vawn
v — : : . : ©)
Viri Vi o Vigwy
Vieryr Vier2 o ViErnr

Where F refers to number of families and Ny is maximum number of jobs of family f.
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2.2 Ranked Order Value (ROV)

Ranked Order Value (ROV) is based on the random representation of permutation of jobs [22],
[27]. ROV is included in the proposed PSO algorithms to convert the continuous position of par-
ticles to a permutation of families as well as jobs. Basically, ROV is applied based on Smallest
Particle Value (SPV); firstly handled and assigned a smallest rank value 1. Then, the second SPV
is assigned a rank value 2. Similarly, all the position values will be dealt with to convert the po-
sition information of a particle to a family and a job sequence. For example, if we have particles
information about a sequence of 4 families with these values of X; = {0.12,0.22,0.06, 1.14}, based
on ROV method, the sequence of these families is {3,2,1,4}. ROV is used to convert all random
numbers generated to a sequence of families as well as the jobs in each iteration (after updating
the velocity and position of particles in the swarm). The steps of the PSO algorithm are executed
as follows in Algorithm 1.

In this study, two metaheuristics based on Particle Swarm Optimization (PSO) which is a population-
based metaheuristic, and Simulated Annealing (SA) which is a single solution based metaheuristic
are combined into two different strategies. First, PSO is used to generate the initial solution of the
SA algorithm. Second, SA is combined with PSO algorithm as a local search engine. The funda-
mental concept of the cooperation between PSO and SA is due to the following reasons: 1) The
ability of PSO to locate high performance regions of vast search spaces quickly; 2) The simplicity
of SA algorithm; and 3) The successful implementation of SA for solving scheduling problems.
Therefore, PSO can be applied to locate promising regions. Then, it is highly recommended to
apply a single solution based algorithm (such as SA) which is a powerful optimization method in

terms of exploitation [28] to be combined with PSO as a local search.
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Algorithm 1 The steps of the proposed PSO algorithm

Require: Initialize parameters { swarm size n, maximum Iteration I,., Cimax, Cimins
C2max7 C2mina Vma)m Vmim Wmax» Wmin 5 Xmax 5 Xmin}

e Step 1: Set iteration r =0

o Step2: Ift =0
Generate initial positions X! and V/ initial velocities for i € {1,2,....,n} accord-
ing to equations (6, and 7)
Else
Generate a new swarm by updating the velocity V! and position X/ of particles according
to equations (1, and 2)

e Step 3: Apply the (ROV) on X! to find the sequence of families as well as jobs in families.

e Step 4: Calculate the objective function f (X!) for each particle i € {1,2,....,n}

o Step 4.1 For each particle in the swarm the p-best (P!) is calculated as:

Pll:argmlnf(xlj) for je{1,2,....,t}
X/

o Step 4.2 The g-best can be calculated as:

G =argminf(P)  for i€{l,2,..n}
Pif

e StepS5Setr=r+1

e Step 6 If t = 4 , STOP; else, go to step 3.

2.3 Simulated Annealing (SA) Algorithm

SA is a meta-heuristic approach that can provide optimal (or near-optimal) solutions to combina-
torial optimization problems. Since its introduction by Kirkpatrick et al (1983) [29]. SA has been
applied to a vast number of optimization problems. SA approach starts from an initial sequence
(current solution), and then moves successively among the neighboring sequences to generate an-
other solution. Basically, SA is a two step process: perturb (generate a new solution), and then
evaluate the quality of the new solution [30]. Eglese provided an overview to implement the SA
algorithm [31]. For the sake of getting an overview about simulated annealing algorithm readers
are referred to references [32, 33]. A metaheuristic based on SA is proposed by Vakharia et al [34]
to schedule part families as well as jobs with each part family for FMCSP with SDST. Sridhar et
al [35] proposed an algorithm based on SA for scheduling the FMCSP (without considering the
setup times) to minimize the total flow time.
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Annealing is the process through which slow cooling of metal produces uniform, low energy-
state crystallization, whereas fast cooling produces poor crystallization. The optimization proce-
dure of SA algorithm to find a near global minimum mimics the crystallization cooling procedure.
SA procedure starts with a random initial solution as the current solution. Then, the algorithm
generates a new solution from the predetermined neighbourhood. The initial solution is randomly
generated by using the initial position and velocity according to equations 6, and 7. The steps of SA
algorithm are shown in Algorithm 2. The fitness value of the new solution is then compared with
the current solution to determine if the new one is better. For minimization problems, if the fitness
value of the new solution is smaller than that of the current one, the new solution is automatically
accepted and becomes the current solution from which the search continues. The algorithm will
then proceed with further iterations. Larger fitness values for next solution may also be accepted

as the current solution under certain conditions to escape from a local minimum.

2.4 SA procedure

The procedure of the proposed SA starts with setting the levels of parameters. The current state
or temperature T is set to the initial value 7p. An initial solution X is randomly generated and
it is considered as the current solution. For each iteration, the next solution Y is generated from
the current solution by perturbation on job sequence or on family sequence using the swapping
and insertion techniques. Consider E; as the energy state of the fitness value of current solution
and E; is the fitness value of the new solution obtained as a result of the manipulation of the job
sequence within a family F. Let AE = E; - E;; which refers to the difference between AE =
TFT(Y) - TFT(X). If AE <0, the probability of replacing current solution X with the new
solution Y is 1. If AE > 0, then, probability of accepting the new solution depends on the Cauchy
(m) function. The new solution replaces the current solution, if (m
some random number RN between 0 and 1. Then, temperature 7 is reduced based on cooling rate

) is greater than

after running maximum number of iterations (/ite) from the previous decrease, according to the
formula (the typical value of & is 0.95). The algorithm is terminated if 7" is lower than Ty. During
the search evolutions, the best solution with the least total flow time is recorded. The algorithm is
also terminated if the current solution is not improved in non-improving successive reductions in
temperature. Following the termination of the SA procedure, the near- global optimal schedule is
Xpesr With total flow time T F T, .

2.5 Hybrid Particle Swarm Optimization algorithm

In designing metaheuristics, two conflicting criteria must be taken into account: exploration of
the search space (diversification) and exploitation of the best solutions found (intensification) [?].

Promising regions are determined by the obtained good solutions. On one hand, in intensification,
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Algorithm 2 The steps of the proposed SA algorithm

Require: Initialize SA parameters and set a solution X to be current solution { Tp,7Tr, ot =
0-957Iitera Nnonfimp.}

e Step 1: Set iteration r =0

e Step 2: For F=1 to Family size
Set T =Ty , No. of Moves = 1, and counter = 1

— Step 2.1: while T > Tf do:

(o}

Step 2.1.1: if F=1, Generate by swapping the family sequence

Else
Generate a new neighbour solution Y from current solution X by minor
swapping on job sequence of F'" family, and calculate the difference in
objective functions of X, and Y tobe AE=TFT(Y) - TFT(X)

Step 2.1.2: IF AE <0, then replace the current solution with the new solu-
tion and go to Step 2.1.4; otherwise, go to Step 2.1.3

Step 2.1.3: Generate a random number RN in the range [0, 1]

IFRN < m, then replace solution with solution Y and go to Step
2.14

Step 2.1.4: Increment No. of Moves by one. IF No. of Moves < Nyon—imp.
, then go to Step 2.1.1; Else, go to Step 2.1.5

Step 2.1.5: IF the best solution is improved, then restart the counter from
zero; otherwise, increase the counter by one unit

Step 2.1.6 IF counter = I, decrease the temperature using geometric
schedule T= aT , make No. of Moves =1, and go to Step 2.1.

e Step 3: Return the current solution in the end as Xp,.;; with TF Tj,

the promising regions are explored more thoroughly in the hope to find better solutions. On the

other hand, in diversification non-explored regions have be visited to be sure that all the regions of

the search space are explored. Therefore, the proposed algorithm should compromise and balance

between diversification and intensification criteria. Moreover, hybridization is implemented to

balance between these criteria and to manage the cooperation between the operation of the search

among the candidate solutions (populations or swarms), a diversifying agent, and the intensifying

agent. The hybrid approach implanted in this study to balance between intensification and diver-

sification is shown in Figure 2. PSO is used to perform the global search, and SA algorithm is

combined as a local search to improve quality of search.

The main goal of hybridizing the PSO algorithm is to improve the quality of the obtained solution
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Figure 2: Hybridization of particle swarm optimization and simulated annealing
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using a pure PSO metaheuristic. SA is basically combined with PSO as a local search to find better
solutions. At the first stage, PSO is proposed to solve the studied problem, and it showed a better
performance than other algorithms such as GA proposed by the author [36]. The proposed PSO
algorithm provides very good solutions that matched the best existing algorithms for small and
medium instances. For large problems, the performance of the PSO algorithm deviates from the
best solutions due to the large solution space, and the higher probability to be trapped in local op-
tima. Therefore, PSO has been combined with SA to improve the quality of solutions and reduce
the variation from the lower bounds for the large problem instances. The main role of combining
SA algorithm with PSO is to enhance the intensification and search for a better solution within the
neighbourhoods (this combination is named PSO-SA).

In the PSO-SA, each particle flies in the solution space seeking for a better position based on its
best experience (p-best), and the global experience (g-best) based on the new velocity and new
position (equations 6, and 7). Therefore, particles are enhanced to move toward the global optima.
A local search engine based on SA is implemented to search on the neighbourhood of the g-best
particle each iteration by using swapping of the job sequences in families. Note that swapping
is implemented only to the job sequence for simplicity. Local search is conducted on the g-best
particle in each iteration. The procedure of the proposed PSO-SA algorithm is similar to the pro-
posed PSO algorithm. As compared to algorithm 1, the PSO-SA algorithm shown in algorithm
3 differs only in step 6, where a local search based on SA (denoted by L.S) is incorporated with
PSO to improve g-best particle that improves the searching and finding promising regions in next

iterations of PSO.
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Algorithm 3 The steps of the proposed PSO-SA algorithm

Require: Initialize parameters { swarm size n, maximum Iteration I,., Cimax, Cimins
C2max7 C2mina Vma)m Vmim Wmax» Wmin 5 Xmax 5 Xmin}

e Step 1: Set iteration r =0

o Step2: Ifr=0
Generate initial positions X! and V! initial velocities for i € {1,2, ....,n} according to
equations (6, and 7)
Else
Generate a new swarm by updating the velocity V/ and position X/ of particles ac-
cording to equations (1, and 2)

e Step 3: Apply the (ROV) on X! to find the sequence of families as well as jobs in families.

e Step 4: Calculate the objective function f (X!) for each particle i € {1,2,....,n}

o Step 4.1 For each particle in the swarm the p-best (P!) is calculated as:

Pll:argmlnf(xlj) for je{1,2,....,t}
X/

o Step 4.2 The g-best can be calculated as:

G =argminf(P)  for i€{l,2,..n}
Pif

e StepS5Setr=r+1
e Step 6 Set G' = L.S(G")

o Step 7 If t = I4r , STOP; else, go to step 2.

3 Results and discussion

The proposed PSO-SA algorithm is coded using C++ language and run on a PC with an Intel ®)
core 17 (2.93 GHz) CPU and 4.0 GB memory. The analysis of performance of PSO-SA versus
the other proposed algorithms is presented in Section 4.5. The performance of the proposed PSO-
SA algorithm is compared with the best available algorithms in the literature. PSO-SA performs
similar to the best available algorithm (ACO) developed by Salmasi et al [?] for solving most of
the test problems for the six-machine test. However, there is a very small deviation from the best
in solving the large size problems for two-machine test problems as shown in Figures 3 and 4. As
a result of the adding of SA algorithm as a local search, the performance of the PSO algorithm has

been improved and matched with the best available algorithm.
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Figure 3: Performance of the proposed PSO-SA vs. ACO for 2-machine problems

Q0000
80000

=i TFT_Best
== TFT_P50

FH1E
-

Problem

Figure 4: Performance of the proposed PSO vs. ACO for 2-machine problems

4 Conclusion

A Hybrid Particle Swarm Optimization (PSO-SA) algorithm has been developed to solve the Flow-
shop Manufacturing Cell Scheduling Problem with Sequence Dependent Setup Times (FMCSP
with SDSTs) to minimize the total flow time. Results showed that the PSO-SA is outperform the
PSO algorithm especially for the large problems. The results of proposed algorithm was compared
with best available algorithm and showed the same results in a reasonable computation time. Im-
plementing the SA algorithm as a local search improves the quality of the obtained solutions due

to the balance between diversification and intensification. As a result of the limited work on the
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proposed problem, there is room for designing more algorithms based on a pure metaheuristic al-

gorithm or combination of different metaheuristics. For instance, Ant Colony Optimization (ACO)

could be combined with a single solution based algorithm such as Variable Neighborhood Search
(VNYS).
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Abstract
Diesel engine as a power source is widely used in automobile and industrial applications.
Although this enormous use boomed the economic development, but it also caused serious
environmental hazards. Diesel engine uses combustion phenomenon that gives birth to SOx,
NOx, soot particles and other dangerous compounds. Diesel engine emissions highly contribute
to the atmospheric pollution and other environmental effects. So, their treatment is considered
as serious concern and has great significance in evaluation of feasible control techniques
Diesel engine emission encompasses many compounds but NOy and Diesel particulate matters
(DPM) are major emission due to human health and other environmental issues. NOx and DPM
can cause serious health concerns especially for respiratory tract of living being. Therefore,
efforts are made to summarize NOx and DPM formation process and its control techniques in
diesel engine. Both Pre-combustion and Post-combustion techniques till to date are discussed
and are compared. Various types of fuel additives are also discussed as a control technique for
DPM emissions. This comprehensive study has created a junction to list out the numerous
techniques evaluated by the various researchers.
Keywords
Exhaust Emission, Particulate matter, NOx Emission, Emission control techniques, Air

pollution.
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1. Introduction

Ever increasing energy demand and stringent regulation to control environmental pollutants
like the emission of particulates, SOx and NOx are pressurizing the researchers to find energy
viable and environmental friendly engine emission control technologies [1]. Various
techniques were applied to make IC engines such as Diesel engines energy efficient.

In olden times smoke out of the chimney was considered the sign of prosperity of nation and
then time changed and stringent laws was imposed to bring pollutants especially SOx, NOx,
Lead (Pb) emission and particulate emissions from engines to acceptable concentration in order
to avoid their effects on human health, property, and aesthetics of the environment [2].

In perfect combustion with clean diesel, combustion exhaust stream should have only CO> and
H20. All carbon in the fuel is oxidized to CO2 and hydrogen to H20. However, in actual
conditions, fuel is not pure hydrocarbon and contains some amount of traces of nitrogen, sulfur
and other chemicals constituent as impurities. Therefore, in real combustion process different
compounds are there in the engine’s exhaust in form of solid particles as well some gases. If
the air fuel ratio is rich in nature the combustion stream would have CO, soot, black carbon
smoke and unburned HC, and the other case when the mixture is lean then combustion process
generates NOx at high temperature conditions as shown by figure 1. Among all exhaust
emissions from diesel engine at different range of air fuel ratios, major concerns is associated
with NOx, CO, HC, Smoke (Particles and soot)[3][4].
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Figure 1. Diesel engine Emission against wide range of operating Air fuel ratios[5]

From Figure 1 it seems that however at all operating fuel mixture range diesel engine exhaust
gas is composed of several dissimilar gases like NO, N2, CO2, H20 and O2. But among them,
some are proved to be harmless, but some are considered as harmful and treated as major
pollutants. The most dangerous among these, are NOx and particulate emissions and have
different acute health problems[6], [7]. Therefore, it is obligatory to lessen these emissions [8].
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In general all control techniques can be classified under the umbrella of two main categories
for Diesel engine combustion engines[9] and its schematic is represented in Figure 2.

1. Pre-combustion control techniques 2. Post-combustion control techniques

Pre-combustion control techniques are also known as prevention techniques. These are
methods which prevent creation of harmful pollutants inside combustion chamber during the
combustion process before they started to generate. While post-combustion control techniques
are those method which control the harmful pollutants before there emission or discharge into
the ambient air or atmosphere. This kind of techniques deals with the after treatment of
emissions once they have been formed [9].

Major Emission Control
Techniques
l Post-combustion
DPM | o

-Control Of -DP Filters
Injection Timing

-Alternate Fuels

-Catalytic
-Fuel Additives Converter
-Emulsified Fuel

o -Injection Timing

) -Active
-Cooling of Intake Regeneration

Air .
-Passive
-Exhaust Gas Regeneration

Recirculation

-Storage Reduction
Catalyst

--Selective Catalyst
Reduction

-Injection Pressure

-Multiple Injection

-Injection of
Steam/water

-Non Therma
Plasma

-Usage of Auxiliary
-Charge Dilution

Figure 2. Detailed control emission techniques of NOx & DPM [10].

In this comprehensive review efforts are made to summarize all possible techniques reported
to date to control the mentioned major emission. Pre-combustion and post-combustion
techniques are separately discussed, and a comparison is made on the work of different
researchers. CO2 emission is not regulated, and study has been made to specifically discuss
carbon dioxide emission in relation with NOx and DPM [11].

2. Diesel Particulate Emission and its control techniques
2.1 Particulate Matters and Human Health Concerns

Various studies have been made to explore the effects of DPM on human health. Even models
are developed in laboratory experiments by using animal mouse. It has found that DPM
especially short size (below 20 nm) is very dangerous for human respiratory system. They have
ability to penetrate not only in lungs but also in alveoli of respiratory system. Some finer
particles can even penetrate in human blood stream [10], [12]. Studies [11], [12]have shown
the effect of fine particulates on lungs and human respiratory system and concluded that they
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may cause severe lungs injures and other severe diseases. Long exposure to DPM may leads to
lungs cancer. These situation may be alarming for industrial labor working in the environment
where they are more likely to be exposed to high concentration of particulates [10], [15], [16].
P. S Glimour et al. stipulated that DPM might lead in the production of free radicals. These
radicals may lead to ill function of lungs [18]. Many researchers also reported that exposure to
DPM may leads to cough, nausea, guinea pig, bladder cancer and bronchus problems [13], [19].

Moreover, DPM may cause lungs tumor, asthma, skin allergy and allergy. Some finer particles
may even have a tendency to penetrate deep into brain and neuron cells. In this way they may
cause malfunction of central nervous system. Health hazardous which are briefly summarized
in this section forced the researchers to study the composition of DPM, its formation processes
and techniques to control these fine particles.

2.2 Composition of DPM

There are various ways to define DPM composition and it be simplify with two major
components of DPM namely:

1). Organic Portion 2) Inorganic Portion.
Organic portion may further be classified as soluble portion and insoluble portion (Fig. 3).
Soluble DPM may be extracted from the mixture of burned gases by using different organic
solvents. In general DPM are sum of unburned hydrocarbons, with liquid and other solid
constituents. [20], [21].
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Figure 3. Composition of DPM [10]
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2.3 Soot Formation

Soot formation from liquid organic fuel is detailed described by many researchers as
Mohankumar et al. [10] [22]. In a condensed form it can summarize in following six steps in

Figure 4 [22].
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Figure 4. Mechanism Steps of Soot Formation [10].
Table 1. Summary of process forming particulates.
i) Pyrolysis | Nucleation | ;.. Growth | iv) Conglomer | v) Oxidizing
-It is Formation of -ation environment

-An endothermic
process that leads
to a change in
molecular
structure of the
compounds at
high temperature
& in the absence
of oxygen
contents.

-Soot composition
& quantity
depends on
following two
factors 1)
Temperature 2)
Oxygen
concentration

nuclei from
gaseous phase in
combustion
chamber (Fig.3)
[10].

-Process takes
place at higher
temperature
(around 1300K).

-Initially nuclei are
small but later they
may combine to
form bigger ones.

-Growth occurs
when
hydrocarbon &
other matters
stick to the
surface of nuclei
generated earlier
by nucleation.

-Growth occurs
more for small
size particle
This is due to
reason that small
particles have
reactive radical
concentration.

- Small particles
combine to form
large particles as
result of coalesce.

-Particle size
increases & their
quantity decreases.
Sometime these
particles may
combine in fashion
resulting in the
formation of chain
[22]

Oxygen rich
environment
suppresses the
formation of soot to a
much larger extent.
This is the reason
why premixed type of
flame has relatively
much less quantity of
soot produced during
combustion. The
formation with flame
is given in Figure 5

Premixed flames have higher concentration of oxygen in the mixture as compare diffusion
flame. This process is responsible for the production of building blocks of suit [23].
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Figure 5. Soot Formation with respect to flame nature
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2.4 Fuel Chemistry and Soot Formation

Fuel chemistry plays a major role in determining the quantity and composition of soot. If
supplies excess amount of soluble fraction than soot mass may increase. Fuel structure i.e.
bonds type and their strength is also major factors. Chemistry of fuel and its effect on soot was
studied by many researchers [24], [25]. Table 1 below summarizes relation of soot formation
with composition of fuel.

Table 2. Effects of Soot formation of fuel chemistry

Element in the Effects on the soot formation
fuel
Carbon carbon has direct relation with soot formation. More carbon in

the fuel means more soot production.

Oxygen Oxygen in the fuel has inverse relation with the soot formation.
This mean if there is less oxygen in the fuel than less soot will be
formed. The best examples are premixed and diffusion flames.

Hydrogen It also has inverse relation. Fuel with less hydrogen produces
more soot.
Sulfur It has no relation with soot formation but it may increase the

mass of soot.

3. Diesel Particulate Matters Control Techniques

Complete Spectrum of DPM techniques is shown in Figure 6 as studied by researchers.
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Figure 6. Complete spectrum of Techniques of DPM Emission [10].
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3.1 Pre-Combustion Strategies

3.1.1 Alternate Fuels

Biodiesel fuels derived from animal fats and vegetable oils were found to be very effective for
the reduction of DPM by many researchers. diesel engine operated with biodiesel instead of
diesel reduces particulate emission to a considerable extent but unregulated emission may
increase [28]. Same conclusion was also reported by many other researchers [29]-[31].

3.1.2 Fuel Additives

Various additives like methanol, ethanol, butanol, and ethyl ether are can be used as additives
to the diesel engine fuel. These compounds can provide oxygen during chemical reaction. As
discussed earlier oxygen rich combustion reduce soot formation by improving cetane number
and overall quality of combustion [32]-[34].

3.1.3 Emulsified Fuels

Water emulsified fuels are made by dispersing primary fluid through immiscible secondary
fluid. Water has relatively lower boiling point due to which it explodes earlier resulting in
longer ignition delay and combustion duration. Process also provide more time for air fuel
mixing. All these activities facilitate the reduction of particulate matters in the exhaust of diesel
engine. M. Nadeem et al. & many researchers concluded that emulsified fuels reduces DPM
and other diesel engine emission with a negligible compromise in the efficiency [35]-[37].

3.1.4 Effects of Injection Timing

Injection time can be used to somehow control DPM emission. Injection time has direct ignition
delay. Ignition delay increases with increase in injection time. Increased ignition delay provides
an opportunity to air and fuel to pre-mix thoroughly. This through mixing facilitates efficient
combustion process resulting in reduction of DPM. Sayin and Canacki [38] investigated the
effect of ignition time for different load condition on the emissions of hydrocarbons and came
up with the same results.

3.1.5 Effects of Injection Pressure

Injection pressure is another parameter that can help to minimize DPM emissions. Subject was
widely investigated by many researchers and same conclusion was drawn. DPM emission
shows a rapid decrease with increase in injection pressure. Same conclusion was also reported
by Peng Ye, and André L. Boehman [39].

There are three major reasons behind the reduction DPM with increasing injection pressure:
1. Enhancement in injection pressure forces fine atomization of fuel droplets.
2. Fuel droplet size gets reduced.

3. Enhanced pressure causes through mixing pre mixing of air and fuel.
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Mohankumar et al. [10] also reported reduction in hole size of nozzle as parameter for reduction
in DPM.

3.1.6 Auxiliary Injection Technique

DPM emission can be reduced by injecting air exactly after the end of injection. This can create
turbulence and more refine mixing of air and fuel. Therefore, more through mixing results in
proper combustion process that may lead to reduction in DPM.

But this technique has a few side effects. First, enhanced heat transfer reduces efficiency of
engine. Therefore, it will cost a compromise on efficiency of engine. It may also lead to
increase in manufacturing and designing cost as an auxiliary system is required to pump air in
to the combustion chamber.

3.1.7 Multiple Injection Technique

Multiple-injection is a technique in which multiple injection strategy is used in a single cycle
of combustion. It is effective for both NOx and DPM control. Its effective was increased by
using electronic gadgets to monitor time and injection pressure. Injection can be divided in
three segments: Pilot injection, Post injection & Main injection [40][41].

4. Post Combustion Techniques
4.1 Diesel Particulate Filters (DPF)

A lot of work has been reported on this topic since 1980. DPF is widely used technology to
control DPM from diesel engine. There are many types of DPF are under investigation
depending upon porous media like ceramic fiber and ceramic monoliths, alumina coated mesh,
and honey comb mesh are widely studied mediums. Geometry of mesh cells is another widely
studied dimension in the public literature. It may be squared, honey comb shape, hexagonal,
octagonal or any other shape. K. Tsuneyoshi and K. Yamamoto [42] for example studied
hexagonal and square cell geometry and concluded that hexagonal geometry is far more
efficient than conventional geometry. Studies have reported that they can be 99% efficient
depending upon suitable selection of different parameters for the filter. [43]

On the other side, many factors have been found that badly affected the efficiency of DPF. For
example, K. Yamamoto et al. studied the effect of soot deposition on the efficiency of DPF
with different porosity and length. They reported increase in back pressure with increasing
concentration of soot formation [44]. Ceramic wall-based filters are another type of filter
widely investigated in the public literature. They use alternate cells that are plugged at one end
and the other end is open. Exhaust flows downstream through one cell and enters the other cell
that ultimately leads it out in the atmosphere as shown in Figure.7
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DPF cell

Figure7. Exhaust of diesel Engine flowing through Particulate Filter [10].

4.2 Regeneration

It is not tough to filter exhaust using a fine micro-structured mesh. Exhaust leaves soot particles
when it is forced to pass through these micro paths. But these particles may lead to the blockage
of these channels. Blockage of these channels reduces the filter efficiency of DPF. Most
challenging job is to get these soot particles out of the refine mesh. Regeneration is a technique
in which soot particles trapped in the mesh of DPF are oxidized to CO; at high temperature and
pressure without melting and damaging the mesh itself. There are many categories of
regeneration of briefly explained below Figure 8 and their detail is in Table 3.

Regeneration
Active Regeneration Passive Regneration
Engine throttiing Regeneration with fuel Additives
Electric Regeneration Continuous Regenration Irap
Burner Regeneration

Figure 8. Sub classification of Regeneration [10].
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Table 3. Sub Categories of Regeneration technique in Diesel Engine

Active Regeneration Passive Regeneration
-Uses sensor technology to oxidize the soot particles -Catalyst to put on surface of filter
-Exhaust temperature is raised above 500K upon -specially designed catalytic oxidation
receiving the signal from sensor. . . N
device to enhance soot particle oxidation
- Soot particles are ignited and oxidized at high
temperature process
03 means of temperature increment. -Economic and easy maintenance
Engine Burner Electric Regeneration by | Continuous
Throttling Regeneration Regeneration Fuel Additives Regenerating
?Fyel airratio | uses a burner in | Same as burner Fuel radicals as | Trap
is increased front of the filter | Reg. but uses Fe. 71 C dpPb | Catalvst i
: : e, Zn, Cu, an atalys is
while _ Advantage eleptrlcal
throttling resistance to can be used as fuel | employed on the
DP blocks the heat .
Advantage filter leads to additives to | surface of
: Advantage
Exhaust | increase _ accelerate substrate
temperature is | backpressure Less cleaning
enhanced sense by sensor | and easy to Advantage Advantage
Drawback ECU on the maintain the -Reduces the Particulate matter
burner at system oxygen removal due to
-Fuel oxidation occurs temperature of oxidation at
consumption | «c00 ¢ and all soot. Hence, surface
is increased soot removed oxidation occur
abruptly now at lower
‘Reduction in | Drawback temperature.
air & more Malfunctioning o
fuels lead to of sensor leads -This is very
CO emissions | to damage of cheap method for
DPF regeneration
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5. Emission of Nitrogen Oxides

Generally, NOx represents a family of seven compounds. Nitrogen (Nz) is a diatomic molecule
& chemically inert gas. Our atmospheric air consists around 79% Nitrogen. At elevated
temperatures (approx. around 1500°C and above this temperature) this Nitrogen (N2)
disassociate into its atomic state (N). This atomic Nitrogen (N) is highly reactive in nature and
has ionization levels from +1 to +5 valence states. That’s why nitrogen can exist in several
different oxides like N20, NO, N202, N2Oz, NO2, N20Os and N2O4 [45].

Environmental protection agency (EPA) regulates critically nitrogen dioxide (NO2) among its
family of compounds. The reason is that it is the most dominant form of NOXx in the troposphere
region that is resulted from stationary/automobile or by anthropogenic/human activities in
urban areas of lower atmosphere [45]. Figure 9 shows the causes of NOx generated by
activities. Most of NOx emitted from different sources is found as NO & this, later on, is
oxidized in the atmosphere to NO2 within very short interval of time. It is found that around 10
- 20% of total emission from diesel engines is emitted as NO», which is proved approx. five
times more toxic and dangerous than NO regarding health. Both NO & NO; are collectively
termed as NOXx. The other oxides of nitrogen occur in minor quantities and rapidly react to NO
and NO: in Diesel engine’s combustion. EPA has recognized dedicated standards for human
and welfare health called as “National Ambient Air Quality Standards (NAAQS)” for NO..
These standards outline that level of air quality which is mandatory to maintain, with an
adequate factor of safety, to care for public health (called as primary standard) and public
welfare (termed as secondary standard). For restriction of NOx emission the primary and
secondary standard both defined limit for NO2 as 0.053 parts per million (ppm) (100
micrograms per cubic annual arithmetic mean concentration[46].

< 1% Miscellaneous

23%
Electricity
54% .
Transportation 23% Buildings

and Industry

Man-made Sources of NOy

Figure 9. Typical Major sources of NOx Emission [47].
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5.1. Sources of Nitrogen Oxides Formation

NOXx can be formed inside the combustion chamber by three mechanisms.[48]
5.1.2 Thermal NOx

NOx emission from diesel engine exhaust is mainly considered by formation from Thermal
effect. Thermal NOXx is generated during combustion when nitrogen reacts with abundant
oxygen at elevated temperature (usually at 1500°C or above). It is formed in exhaust gases
behind the flame front. The chemical thermodynamics favor the formation of NOXx generation
at high temperature simply by the dissociation of molecular nitrogen and molecular oxygen.
The strong covalent triple bond in N2 molecule require high temperature to break into its atomic
form or its radical N2. NOx formation is highly depending upon the temperature so its trend
formation against various temperature is shown in figure 10.

The chemical Equations can be understood by the Zeldovich mechanisms [49]

Nz + O < NO +N 1)
N+0z < NO+O )
N+ OH < NO+ OH 3)
Global reaction N2+O.—NO+O (4)

5.2. Prompt NOx

Prompt NOx forms from molecular nitrogen of atmospheric air when combine with fuel in rich
mixture. This nitrogen then oxidizes along with the fuel and becomes NOx during combustion.
It is called prompt NO because it forms quickly as the combustion reaction and it cannot be
limited from its generation. Sources of Prompt NOx are the number of radicals that formed
during fuel fragmentation in HC flames e.g. CH, CH>, and C>H.[49]

5.3. Fuel NOx

Fuel NOx is formed only when there is nitrogen itself in the fuel as a constituent. Fuels
containing Nitrogen when burn (e.g., coal) creates fuel NOx that result from oxidation of the
already-ionized nitrogen contained in the fuel. Gas fuels have relatively low amount of nitrogen
and thus produced low fuel NO. During combustion, from 10-15% of this nitrogen will react
with hydrocarbon radical’s CH or CH3 and will form hydrogen cyanide HCN which will then
lead to NO. Therefore, all of nitrogen which is basically the organic nitrogen does not transform
to NO. If the mixture contains more fuel i.e. is fuel rich, then environment of combustion
chamber becomes reducing one and this tends to push the fuel nitrogen form either N2 or NHa.
But if the system is lean i.e. excess oxygen so there is oxidizing environment then more NO is
formed. Unlike thermal NOx fuel NO is not very temperature sensitive. In diesel engine mostly
hydrocarbon fuel is used so that fuel NOXx is not considered as the formation criteria for NOx
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inside diesel Engine[49]. Variation of all this three NOx with combustion temperature inside
Diesel Engine is shown in Figure 10 and Table 4 highlights the key differences between all

NOX.
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Figure 10. NOx forming inside a typical Diesel Engine against temperature in combustion zone [47].

Table 4. Main difference between three types of NOx [50].

Formation

. Description
mechanism

Involves the oxidation of the atmospheric nitrogen contained in the
THERMAL NOx | duel oxidant mixture during the high temperature combustion of
fossil fuels
No formed at a rate faster than that from thermal NO due to high
speed reactions that occur at flame from reactions of fuel derived

PROMPT NOx radicals (typically CN- groups) with N2. This process is commonly
referred as the “fenimore prompt NO” mechanism

Involves the conversion of originally bound nitrogen compounds
FUEL NOX ) e . .
contained within the fuel (primary coal and heavy oil)

6. Control Techniques of Nitrogen Oxides Emissions
6.1 Pre combustion/Active Control Techniques of NOx Emission
6.1.1 Injection Timing Control

Injection Timing of fuel greatly effects the formation of NOx inside the combustion chamber.
Figure 11 represent NOXx variation over injection timing. By reducing the timing at which fuel
injector injects, peak cylinder pressure can be minimized, which in turn helps to reduce peak
cylinder temperature also. As NOXx is temperature dependent So ultimately NOx reduces.[9]
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NOx, g/bhp-hr

0 2 4 6 8 10
Dynamic Injection timing, *BTDC
Figure 11. Trend of NOx inside a typical Diesel Engine with injection Timing[9]

6.1.2 Cooling the Intake Air

Unlike injection timing strategy, cooling of air in intake manifold has lower effect. Heat
capacity of air increases as its temperature inside the intake manifold decreases by cooling,
resulting overall reduction in peak cylinder temperature as well as lower peak temperature.
This make impact the formation of NOx and enable the less production of NOx s. Figures 11
show the effect of intake manifold temperature on NOx emission[9].

6.1.3 Exhaust Gas Recirculation

Exhaust gas recirculation, also termed as EGR is one of the prominent techniques that have
been employed in diesel engines for reduction of NOx emissions. NOx formation mainly
depends upon the temperature of combustion reaction. EGR’s Working principle favors those
conditions which lessen the formation of NOx emission i.e. reduction of peak temperature
during combustion reaction by diluting the concentration of oxygen in the combustion charge,
increasing the thermal capacity of combustion mixture and dissociation of water molecules in
recirculated exhaust by endothermically. [51]

Therefore it is Recirculating the small percentage of exhaust gas makes the combustion mixture
lean and hence controls the temperature of combustion chamber[52].

6.1.4 Injection of Steam or Water:

Injection of water or steam in the air flow intake of diesel engine is effective techniques to
lower the temperature of combustion zone. This can reduce temperature upto 1400 °F thus it
lessens the NOx generation. This method found to reduce NOx emission upto 40ppm. But at
the same time limitation of this method is that it causes the concentration of CO and unburned
hydrocarbon at exhaust stream is increased[3][53].
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The injection of water into the intake of air can be done through following methods
e Water fumigation along with intake air
e Dedicated injectors for direct injection of water into the combustion chamber mixture
e Premixing of fuel and water before the injection inside the combustion chamber[54]

It is observed that water injection in any form from above methods such as mixture of water
and diesel called diesel emulsion, fumigation or direct injection in to cylinder, diminishes the
established flame temperature and lessen thermal NOx formation. However the application of
these methods causes the HC and CO emissions and SFC increment and this depend upon the
method of water injection used with load and speed variations of engine[3].

6.2. Post Combustion/ Passive Control Techniques
6.2.1. Catalytic Converter

Catalytic converter is one of the foremost and longstanding techniques used in both commercial
as well in automobile diesel engine to reduce the NOx, CO and other emission before emitting
it into atmosphere. Physically it is a metal box whose size depends upon the application of
engine. Two connecting pipes are there, one is called input pipe connected to the main hot
exhaust manifold and other is connected to the stack or exhaust to emit final into atmosphere.
It consists of dense honeycomb structure made of ceramic material with proper coating of
catalyst. The honeycomb structure allows gases to pass through greater area so that reaction at
the surface takes place efficiently[55].

The exhaust gases from the engine passes over the catalyst, chemical reaction happens on its
surface, breaking the pollutant gases and transforming them into other gases that are harmless
and can be discharge to atmosphere. One limitation with this kind of simple technique is to
avoid the usage of lead containing fuel because lead in conventional fuel deteriorates the
catalyst drastically and catalyst fail to take pollutant gases[56]. The chemical reactions inside
the converter is shown in table 4.

A simple catalyst converter consists of two kind of catalyst

o Catalyst one serves the purpose of reduction of Nitrogen oxide pollutants. By reduction
process, oxygen is removed from NOx and release Nitrogen in atmosphere which is
harmless as ambient air contains 79% nitrogen.

o The other catalyst works exactly the same, but the chemical reaction is opposite to that
of the reduction i.e. it works on oxidation process. CO is oxidized to CO- by providing
the oxygen. In similar fashion unburned Hydrocarbon is converted to carbon dioxide
and water and released to atmosphere.
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Three different chemical reactions are going one for reduction of nitrogen and other two are
oxidation of oxygen and unburned hydrocarbon. This specific type is called three-way catalyst
converters. Figure 12 show three-way catalytic converter for NOx reduction.

N,,H,0, CO,

Three-way catalyst

o,

HC, CO, NOx

Figure 12. Three-way catalytic converter [47].

Table 5. Chemical reactions inside three-way catalytic converter for removal of NOx

Reduction of NOx to N» Oxidation of CO to CO, | oxidation of unburned Hydrocarbon

2CO +2NO — 2CO + N3 2CO0+0;—2CO0O; HC + O, — H,O + CO, [56]
HC + NO — CO2 + H20 + Na.
2H,+2NO — 2 H,O + N,

6.2.2. NOx Storage-Reduction Catalysts (NSR)

Most of the diesel engine operates on lean mixture with excess amount of oxygen in its
combustion chamber. This condition is not ideal for the catalytic converter because it require
both oxidizing and reducing environment. Therefor for large industrial application a different
kind of catalyst converter is required that must provide only reducing environment for
reduction of NOx and in this regard NOx storage reduction catalyst is suitable for large diesel
engine The NOXx reduction process completed in two stages: 1- NOx stored when the engine is
running on high air fuel ratio 2- Release along with lessening of NOx during engine operation
when operating conditions are rich.

In this system, a catalyst which is usually platinum, used on metal oxide (Al203, SiO2, TiO2)
with doped of BaO on it. Platinum assist the reduction of NO into NO2 which then gets
absorbed in the support as nitrate[9]. Figure 13a represent the simple pictorial view of
mechanism of NSR while reduction and storage.

If fuel air mixture is rich in nature, these nitrates get release from the same support and
converted to N2 in the presence of hydrocarbons, that serves to provide a reducing
environment. This transformation is quite tough at either very low load engine or at very high
load operations due to inadequate HC emission and catalyst remains inactive. There is a limit
of exhaust temperature at which NOx conversion efficient has its maximum value. it is solely
depending upon HC/NOXx ratio. Higher will be the HC/NOX ratio, higher will be the value of
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temperature at which maximum NOXx conversion occurs. Figure 13b shows the effect of
HC/NOXx ratio on the value of optimum temperature for maximum NOXx conversion[57]. There
is also limitation of this system like catalytic converter. Here that fuel should be used which
have low sulfur content because NSR becomes deactivated as sulfur content passes over it [9].

Storage Reduction

NO, O, N, NH;, N;O Reductants (eg. H,)

Ba(NO,),

40

NOx Conversion , %
S

10

S0 100 150 200 250 300 350 400
Temperature. deq.C

Figure 13. a) Storage of NOx & reduction during engine operation [47], b) NOx conversion Efficiency at
combustion temperature at various ratios of Hydrocarbon [9]

6.2.3. Selective Catalyst Reduction

This technique utilizes ammonia for producing the reduction environment of NOx. Urea is the
source of ammonia in this method with 30-40% concentration in water.

Figure 14 represents arrangement of SCR system. SCR system is ceramic honeycomb substrate
with catalytic coating of mixture of vanadium, tungsten, and titanium oxide. There are 03
sections in this reduction technique: hydrolysis catalyst section, SCR catalyst section, and
oxidation catalyst section. Urea is injected at upside of SCR system and per concentration of
NOXx. Urea breaks in the first step i.e. hydrolysis and produce ammonia. Ammonia comes into
SCR catalyst and reduces NOx into harmless gas N2 [9],[58].
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Figure 14. Selective Catalyst Reduction [47].

6.2.4. Non-Thermal Plasma

It is technique that control NOXx after it has been produced in combustion engine. Non thermal
Plasma is basically the ionized gas not produced from the heat but produced by the four
techniques Dielectric Barrier Discharge (DBD), Corona Discharge (CD), Electron Beam
Generated Plasma (EBGP) and Microwave Plasma (MP). It simply ionizes the reducing agents
that injected the in-flue gases that react with NOx and reduced them. It is beneficial because it
does not increase the flue gases temperature because it is non-thermal[59][60].

6.2.5. Charge Dilution Method

Diluting the intake mixture of diesel engine proved successful in reduction of NOXx in diesel
engine. Diluting the charge reduces the flame temperature which reduced the NOx generation.
Gases such as N2, COy, or inert gases if circulated with mixture charge are found successful in
NOx reduction at wide range of operating conditions in diesel engines Figure 15a depicts the
effect of different gases in dilution of intake charge and its temperature. CO2 has found as one
of the effective diluents in NOx reductions. Around with 6% CO> admission NOx emission
reduce approximately by 50%. However, with the application of this technique, smoke
emission found to be higher around 60% and CO emission also increased approximately by 8.5
times in comparison without the charge diluted. In addition to this, engine efficiency
parameters alike torque, power, BMEP and SFC have deteriorated approximately 5.9%, 5.5%,
6%, 3.3% respectively form the value which obtained when there is no charge dilution[3].

A

Particulates

NOx

Figure 15. Trade of between DPM and NOX in reduction techniques
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7. Discussion Section

Two broad categories are there for emission control of NOx and DPM. Pre combustion
techniques mostly focused on parametric control of intake charge such as air and fuel for
controlled combustion in chamber. While post combustion techniques generally employed
catalyst and other methods for promoting the chemical reaction that inhibit the pollutants level
into atmosphere. Among three mechanism of NOx formation, thermal NOx is the dominant
one in diesel engine and major source of harmful radical in environment. High temperature in
Diesel engine (because of greater compression ratio) is the main cause of NOx formation
during combustion while on the other hand DPM emission mostly occur due to rich mixture in
combustion zone. The thorough review of control techniques depicts that these two emissions
i.e. NOx and DPM are at the two-extreme end in term of controlling method. The employment
of any technique for controlling one emission leads to some higher percentage of other
emission due to parametric control of temperature and combustion zone mixture. Hence there
is a general trade off exist between these two emissions and can be seen by general graph of
figure 15b. Reduction in one emission produces a greater percentage of another pollutant in
exhaust on practical ground applications, selection of any technique merely depends upon its
feasibility and type of diesel engine for which it is to be employed.

8. Conclusion

Diesel Engines have been widely used from the earliest 21% century as power source in marine,
automobile and in industrial applications. With their usage, different emissions resulting from
exhaust of diesel engine had become the source of environmental pollutions and severe threat
for global environmental regulations. Most of the emission are result from impurities present
in the intake fuel and chemical reactions taking place at high temperature inside the chamber.
Among all emissions of diesel engine NOx and DPM are found acute ones from prepositive of
human health and environmental policies. With technological advancement and time lots of
research work has been performed to reduces these two emissions either before the combustion
zone or after the combustion keeping the engine efficiency at optimum. Hence in this paper a
comprehensive review is made on NOx and DPM emission covering their formation and types
along with emphasizing on pre and post combustion reduction techniques. Employment of each
method and their Resulting effect is described in detail with their advantages and limitations.
With these techniques there is an inverse relation of PM and NOx emission. If one technique
reduces NOx then PM found to be increase and vice versa. There is a tradeoff between NOx
and PM emission. Selection of each technique depend upon the its application and feasibility.
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Abstract

In this paper, we present modified central finite difference (C.E.D.) schemes for solution of the
wave equation. The modified schemes (a) provide highly accurate solutions at nodes of the spatial
grid for all time steps; (b) preserve the compact stencil structure as of standard C.F.D. scheme and
higher order accuracy is achieved without implementation of new code; (c) offer highly accurate
solutions for low as well as high wave numbers without use of fine grid. Finally, in order to dis-
play superiority of modified C.E.D. schemes numerical computations and graphs are presented for

applications such vibrating string and wave propagations compared with standard C.E.D. schemes.
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1 Introduction

In todays era of science and technology, we are all surrounded by waves in the form of microwave
oven, cell phones, ultrasound scans and radar systems etc. Sound basics of waves and under-
standing of their propagating nature can lead to improve life of human existance and can help us
for future explorations of both nature and universe around us. However, complex mathematical
form of such phenomenon either time independent or dependent poses a challenge to physicists,
engineers and mathematicians to find explicit analytical solutions. This is often tedious and in
many circumstances even not realistically possible. This invites numerical analysts to step in, and
make efforts to make an impossible thing a possible one. Hence, efficient and reliable numerical
methods are required to deal with such problems. In history a tremendous work has come forth by
many [1,2,3,4,5,6,7, 8]. Unfortunately, by use of these discretization schemes issues known as
numerical dispersion and numerical dissipation in wave propagations literature are born .

We now list a few of remarkable contributions regarding time independent form of wave equa-
tion for large wave numbers. In [9, 10, 11] compact finite difference schemes were presented
for Helmholtz equation. Properties such as convergence and accuracy were discussed in detail.
However, Nehrbass, Jevtic and Lee [12] in 1998, introduced a novel representation of the second
order central finite difference (C.F.D.) scheme by redefining the usual second order C.E.D. approx-
imation with a central node of 2cos(xh) 4 (xh)? instead of 2. This idea was further extended by
Yau and Li [13] where they presented exact construction of non-reflecting boundary condition. In
[14], an alternative approach was adopted for the construction of modified central finite difference
schemes for simulations of Helmholtz equation at any wave number for uniform grids only using
Bloch wave property. The idea proposed in [14] was further extended for the construction of
modified C.E.D. schemes for adaptive grids [15]. In this work we adopt the approach presented in
[14, 15] for time harmonic wave equation and extend this for time dependent wave equation.

The organization of the paper is as follows. In Section 2, we present framework for the con-
struction of modified compact central finite difference schemes. In Section 3, numerical examples
are presented and in final section schemes are constructed for two dimensional problem and dis-

persion analysis is presented.

2 Framework for the construction of modified compact central

finite difference schemes

We consider the one dimensional wave equation

%u 1 9%u

2= a2 u = u(x,t) and ¢ > 0 represents wave speed (1)
X ¢
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in order to motivate the ideas for the construction of modified compact C.E.D. schemes.

2.1 Construction of modified compact explicit C.F.D. scheme

For the construction of exact C.E.D. schemes, we adopt the idea of Nehrbass and Li presented
in [12] for Helmholtz equation. Here we use this idea for wave equation (1). We replace partial
derivatives, 0%u/dx* and d%u/dt?, present in (1), by standard second order C.F.D. approximation

such that coefficient of middle node 2 is replaced with o giving

0%u 1
02 ﬁ[mﬂ oy +upy |+ O(h?),
0?2 1

and a_[;t = E_Z[ n+1—(XM —|—I/tn 1}—|—0(€2>

Inserting above approximations in (1) and performing ordinary simplifications, we get
™ = (er)? [ty iy, _y] (1= (cr)®)up —up '+ O(R) +O(£2) 2)

with r = £/h. The unknown ¢« in (2) was termed as dispersion reducing parameter in [12]. A

i(mkh—nw?)

solution of the form u), = €' , known as plane wave solution when substituted in (2) gives

after simplifications
[2 ((cr)zcos(Kh) —cos(@f)) +a (1 — (er))u" =0

where Kk, ® > 0, are the wave number and frequency respectively. Since u], # 0, and solving for

o, we have
_ 2[(cr)*cos(kh) — cos(w?)] 3)
B ((er)>—1)
With this value of «, (2) results into compact explicit C.F.D. scheme given by
Wt = (er)? (' + Uy 1)+2[cos(wl) — (cr)?cos(kh)|u —ul L. 4)

Interestingly, (4) can also be constructed using a very powerful tool known as Bloch wave property
[14] defined by

Uy j = Uy ¢/%h and u’f,ff = u%eijmg Vj,j€Zand ,h >0 &)
therefore, we have
Up,_1 + Uy = 2cos(kh)u,, and Wttt =2 cos(wl)ul,. (6)
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Using (6) in standard explicit C.E.D. scheme with 2 as the coefficient of the middle node, we have

t ™ — (er)? (i, y 1] = 2(1 = (er)?Juy +ady!

=-2[(1- (cr)z) —cos(wl) — (cr)zcos(ldl)]u,’j1

Rewriting above results into (4) and it is interesting to note that the use of the Bloch wave property
provide exactly the same scheme. Moreover, as given in [14] that with the use of Bloch wave prop-
erty, one can make schemes of any order exact either forward, backward or central for Helmholtz
equation. Considering this modification of standard implicit C.E.D. scheme is presented in next

section.

2.2 Construction of modified compact implicit C.E.D. scheme

This section is devoted for the construction of modified implicit scheme of (1) by replacing time
derivative d°u / dt> with standard second order C.F.D. approximation whereas spatial derivative
0%u/dx? is replaced with weighted average, such that middle node coefficient 2 is replaced with
given by

u 1

gﬁc:ﬁ[¢7‘+my‘—m%]+0@% and

9%u 1 ) 1 1
o ae { — oty a2 (u g — oty -l )
+ulh — ol ! +u;_ﬁ} +0(h?).

Substitution of above approximations in (1) after simplifications give

2
(CI”) n+1 n+1 n+1 n n n
1 {um+1—aum +um_1—{—2(um_1—0mm+um+l)

= eud } = iy =2 (D)
Now, using Bloch wave property given in (5) and performing straight forward calculations, equa-

tion (7) gives following value of o:

4 1—cos(wl)

=2 .
o = 2cos(Kh) + oS T cos(@0)

8)
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Inserting value of & from (8) into (7) gives

(cr)? (cr)? (cr)? . B
4 [ ] = 5 [ty + 1] + 4 [+ ]
(cr)? cos(wl) —17] .4 ) cos(wl)—1] ,
1 i S 2 ) Rl it
+ > cos(Kh) cos(@0) + 1 Uy + (cr)”cos(xh) cos(@0) +1 ] “n
(cr)? cos(wl)—11 ,_;
— 11 _
[ + > cos(Kh) cos(@) 1 U, 9)

which is the required form of modified compact implicit C.F.D. scheme.

2.3 Combined form of modified compact explicit and implicit C.F.D. schemes

We now present combined form of both modified explicit and implicit schemes obtained in (4) and

(9) by introducing parameter 3 given by

{1 +B (2(cr)2cos(1<h) 4 [%D }%H —(er)?B () ) +

= (cr)* (1 =2B)u" | + {8[3 +2(3B —1)(cr)? cos(kh) +2(1 —4p) cos(wl)

cos(@l) — 1
8P [cos(wﬁ) +1

—{1+/3 (2(cr)2cos(l<h)+4 F_LS((M)D }ufnl. (10)

] }’" — (er (L 2Bl + (er? Bl + )

1 +cos(w?)

Choosing 8 = 0 in (10), results into (4) whilst for § = 1/4, (10) reduces to (9).
Interestingly, series expansions of cos(@/) and cos(k#) present in (10) in terms of @/ and kh
results into combined representation of standard explicit and implicit schemes obtained in [16]

when @/ — 0 and kh — 0 given below

—(er)?Blupy +upth) + (L42(er)* Bu ™ = 2(1+ (cr)* (2B — 1) )up,
1

+(er)? (1 =2B) [ty + 1]+ (er)Bluy sy + 1y ] = (L+2(cr)* Bu, (11)

This is an attractive feature of modified scheme and is consistent with the requirement of not using

finer mesh size especially when simulations are required for high wave numbers.
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2.4 Numerical Dispersion of Modified and Standard Schemes: A Compari-

son

Now to present dispersion analysis of modified compact explicit and implicit C.E.D. schemes, we

substitute a plane wave solution of the form u);, = elm&h=ont) i combined form (10) and obtain

after straight forward manipulations
(cr)?[cos(kh) — cos(kh)]u", =0

where K is known as the discrete wave number. For a non-trivial solution u];, # 0 above equation
implies

K=K.

Therefore the modified schemes (10), do not suffer from issues such as numerical dispersion and

dissipation contrary to standard schemes (11) as reported in [14, 16].

3 Numerical Examples

We now test performance of modified schemes by solving problems such as a vibrating string and

propagation of wave from left to right in following sections.

3.1 A vibrating string problem

Consider one dimensional wave equation

%u  J%u

sz, xE(O,l)andZ>0 (12)

with boundary conditions,

w0,0) =u(l,r) =0 >0 (13)
and initial conditions
du(x,0
u(x,0) = sin(zx) and % —u(x,00=0 x€lo0,1]. (14)

This problem has an exact solution [16] given by
u(x,t) = sin(7x) cos(7mt). (15)

This problem describes a string tied at both ends vibrating up and down with sin(7x) as initial dis-

placement and zero initial velocity. Initial and boundary conditions are chosen such that continuity

73



(JESC) The Journal of Engineering Science and Computing, Issue II, Volume I, December, 2019

between them is preserved with ¢ = 1 as speed of the medium. Spatial (0,1) and time ¢ > 0 do-
mains are discretized into N subintervals of length 2 = 1/N and length ¢ respectively. This means
each node is represented by coordinates of the form: (x,,,t,) = (mh,nf) form=0,1,2,--- /N and
n=0,1,2,---. Moreover, for this problem error is defined by Z? = |u, — U"| [16] with u?, and U".
as exact and numerical solutions respectively. For time # = 1 highest value of the error is picked

for spatial range x € (0,1).

3.2 Combined form of standard and modified C.F.D. schemes

First of all, we give combined form of standard and modified C.F.D. schemes given for ¢ =1

—’”zﬁ(”ﬁll +”:::11) +(1 +2”2B)“nm+1
=2(1+427B — ), + r*(1—2) [y, + 1y 4]

+r B+ = (127 B)ug, ! (16)
and
14 B ( 2r% cos(hm) + 4 1= cos(tm) Wt — 2B )
1 +cos(¢r) " m—1 7 "m+1

=rP(1=2B)[up_; +upy ]+ {813 +2(—1+3B)r*cos(hm)

+2(1—4B) cos(¢m) + 8B (%) }u;

1 —cos({r)

+r2B(MZ1:11 —|—I/lz;rll) — {1 ‘|‘ﬁ (Zrzcos(hﬂ:) +4 |:1—|—TS(£7L')

) }u%l. (17)

Above schemes are valid for all internal nodes of the spatial grid and for boundary nodes solution
is already known as Dirichlet boundary conditions are chosen. Also, above schemes result into

standard explicit and standard implicit forms for § = 0 and § = 1/4 respectively.

3.3 Solution at first time step for standard and modified schemes

We now consider initial velocity given in (14), that is

Uy (X7 O) =0.
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and replacing time derivative by second order C.F.D. approximation gives

1 _ -
z—g(uﬁ'l—uf; D=0=u =it (18)

Inserting (18) into (16) and (17), we obtain desired schemes for initial time step for standard

_rZB(uZJSrl] n+1)+2( +2r2ﬁ>un+1
=2(14+27B — )ty + 1> (1= 2B) [y + 1]
‘Hzﬁ[ m+1+u:ln 11]

and modified scheme

2{14—[5 (2r2c08(h7r) +4 [—1 ;zzzg;;]) }Mﬁl _”2[5( il T Z:i-ll)

(1_2[3)[ Upp— 1+um+l] SB —|—2(—1+3[3)I’ZCOS(}ZTL')

cos(dm)—1

+2(1—4B)cos(¢m)+ 8B (W) }M + 2Bl 1+“m+1

— 2sin(¢x) sin(7x) sin(7z) { 1+ (2r2 cos(hm) +4 {%D }

3.4 Analysis of vibrating string problem for all schemes

Table 1: Errors analysis for vibrating string problem with standard and modified explicit schemes

One Vibrating Mode Seven Vibrating Modes
Scheme Standard Modified Standard Modified
r=0.25 0.73%x10~% 1.99% 1013 1.6328 8.88 %1010
r=0.5 0471074 2.22%10716 1.9286 6.66% 1010
r=1 0 0 0 0
r=2 0.82x1073 1.33%10°13 67163 4.49%10712
r=5 0.99% 107! 8.43x107 14 2994.5 5.16x10714

Comparison of results obtained with standard and modified C.E.D explicit schemes in case

of single as well as seven vibrating modes are given in Table 1 for constant value of 4 = 0.1

75



(JESC) The Journal of Engineering Science and Computing, Issue II, Volume I, December, 2019

Table 2: Errors analysis for vibrating string problem with standard and modified implicit schemes

One Vibrating Mode Seven Vibrating Modes
Scheme Standard Modified Standard Modified
r=0.25 0.10x1073 2.99%10° 15 1.24764 1.8x10712
r=0.5 0.18% 1073 1.33% 10713 0.49350 5.42%1012
r=1 0.72%1073 0 0.59156 6.1x10° 13
r= 0.59%102 2.22x10716 0.53966 2131012
r=5 0.116021 2.22x10716 1.561386 9.2%10°!1

and varying values of r = 0.25,0.5,1,2,5, with temporal step sizes [ = 0.025,0.05,0.1,0.2,0.5
respectively.

It is evident from Table 1 that highly accurate results are obtained with modified schemes
compared with standard schemes even with increasing values of r for either one or seven vibrating
modes. Interestingly, standard scheme performed good for lower values of r = 0.25,0.5 and also
for r = 2 for only one vibrating mode case. However, standard scheme fails to provide accurate
results in case of increasing i,e. seven vibrating modes. Therefore, increasing vibrations worsen
dispersive and dissipative behaviour in case of standard schemes whereas modified schemes still
provides highly accurate results even for large value of r = 5. Practical applications require to
choose very small values of r in case of standard schemes which adds to prohibitive computational
cost to achieve certain level of accuracy. On contrary, modified schemes offers highly promising
results even for r =5

For r = 1, which is known as magical number [16, 17], both standard and modified explicit
schemes provide dispersion less results with zero error which is a proven charactersitic of explicit
scheme [16, 17]. Explicit modified scheme constructed also fulfils this characteristic. Standard
implicit scheme does not fulfil this characteristic as is evident from Table 2, however modified
scheme results into dispersion and dissipation free results for single vibrating mode. Whilst for
seven vibrating modes implicit schemes provides highly accurate results. In general modified
scheme out performs compared to standard scheme (see Tables 1 and 2).

In Figure 1 dispersion error behaviour is shown for three modes of vibrating string using all
schemes. Dispersion is prominent for standard explicit and implicit schemes where as modified
schemes are perfect interpolate exact solution (see Figure 1 (a),(c) and (d)). Also, dispersion free
behaviour is evident in case of magical number i,e. r = 1 for both standard and modified explicit

schemes (see Figure 1 (b)). However, dispersion is prominent in case of standard implicit scheme
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in contrast to the modified implicit scheme which is almost dispersion less (see Figure 1 (d)). Same

findings were reported in [6, 7] in case of problems with highly oscillatory nature.

1.5 T T T T 1.5 T T T
— — —Exact Solution — ——Exact Solution
Standard FD Standard FD
T ey Movel FD H T ey Movel FD
05 B 0sr B
/// ‘\-\.‘\\
0 0
gl
\\q_‘_‘/// \‘\\\h;ﬁﬁ//
0.5 B 0.5 B
1 B 1 B
5 1 | 1 1 1 1 I | 1 5 1 | 1 1 | 1 1 | |
0 o1 02 03 04 05 0B 07 08 08 1 0 o1 02 03 04 05 0B 07 08 08 1
(a) Explicit schemes with r =4 (b) Explicit schemes with r = 1
1.5 T T T T 1.5 T T T
— ——Exact Solution — ——Exact Solution
Standard FD Standard FD
Tt e MNovel FD H T e MNovel FD
BEE
e £33
05r o i o
S Ay
T b
/ ks
0
B /]
N, /'f \\ s
3 # 5 '
osk ™ % % #5 !
0.5 % 5 B ;
s g e
1 B 1 B
15 1 | 1 1 1 1 I | 1 15 1 | 1 1 | 1 1 | |
0 o1 02 03 04 05 0B 07 08 08 1 0 o1 02 03 04 05 0B 07 08 08 1
(c) Implicit schemes with r =5 (d) Implicit schemes with r = 1

Figure 1: Behavious of all schemes for three vibrating modes.

3.5 A travelling wave from left to right

We now solve (1) with boundary conditions,
w(0,1) = €™ and uy(1,¢) +u;(1,1)=0 >0 (19)
and initial conditions

u(x,0) =™ and u,(x,0) = —ike’™ 0<x<1. (20)
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The exact solution of this problem is

u(x,t) = 61, 1)

Above example models a wave travelling from left to right with —ixke’™ initial velocity and

medium speed is taken as ¢> = 1. Also, same configurations for grid are used as were used in

model problem one. For this problem discrete /., norm, defined as [16]
Eoo = MaXyy—12.... NMAXp—12.... Ul — O%).

is considered. Furthermore, for this problem only standard explicit scheme and its modified version
is considered as one can construct modified implicit scheme following similar steps.
3.5.1 Standard explicit C.F.D scheme of second order for travelling wave problem

In order to avoid repetitions, we obtain the desired scheme by choosing 8 = 0 into (16)

t = 2 1ty 1) 200 = )y, — ! (22)

with r = £ /h. We can apply scheme (22) only at interior nodes of the grid as using this at right end
node i,e. (Nth node) gives fictitious node. Fictitious nodes also known as fantom nodes and always
lie outside the boundary. As solution is not known at this node and consequently removal of this

node is required which is considered in next section.

3.5.2 Solution at right end node for standard scheme

Consider non-reflecting boundary condition given by
ux(xat)+ut<x7t) =0. (23)

Replacing derivatives in (23) by C.E.D. approximation of second order given below

1 | R
Uy = o [y — 1] +0(h*) and u, = > [}y, ! +uﬁ1] +0(0%)
gives after simplifications and rearranging
l/t$+l _ ”31—1 _ ”%_1 — u;in_H
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n+1

Now, inserting above value of u]),

in (22), and performing simplifications gives

22 1—r
M]’:Ln+1 :2(1—}’)1/!?”4—1—_’_’”1/{%71— l+ru21 1.

3.5.3 Solution for first time step for standard scheme

We consider initial velocity given by
Uy = —iKu,,. (24)

Replacing temporal derivative with second order C.F.D. approximation leads to

Wt = 4 2ilku(x,1). (25)

m

Substituting (25) in (22), we obtain scheme given below to calculate solution value at initial time

step

2
W = (1= 2 itk + % (4l ).
3.5.4 Modified compact explicit C.E.D. scheme for travelling wave problem

For wave propagation problem, the modified compact explicit C.E.D. scheme has following form:

Wit = rZ[M;}%l +ul ] —u ' —2[r? cos(Kkh) — cos(£x)]u”, (26)

which can only be used at internal nodes, and therefore for solution at right end node, we have next

section.

3.5.5 Solution at right end node for modified scheme
For solution at right end node, we give

W =y 2i(sin(xch) — sin(0x)) ul, + ult — !
which when inserted into (26) and after simplifications gives

n+1 __

o g, [cos(Cxk) +ir®sin(xch) — ir® sin(£x) — r* cos(kh)| uj,

272 1—r? .
+ <—1—|—r2> Uy — <1+r2) uy .
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3.5.6 Solution for first time step for modified scheme
Now using exact form of (24) given by
w ™ = 4 24sin(0x)ul,

in (26) provides scheme for initial time step
2

Wl = %[u:;l+1 +u ] — [ cos(kh) +isin(¢k) — cos(£K)]u’.

Table 3: Error analysis for wave propagation problem for standard explicit scheme

K (a) r =0.05, h=1 (b) r =0.5, h=0.1 (¢) r =1, h=0.01
1010 6.21%10'0 1.27 %1010 1%10'0

108 7.35% 108 2.16% 107 9.99 % 107

10° 9.03 % 10° 1.97 % 10° 9.99 % 10°

10* 3.85%10% 9.98 % 10° 9.99 % 103

10? 6.95 % 102 2.89% 10! 1% 10?

10° 1.8158 0.7005 0.9999

102 4.5%1073 7.06%1073 1%1072

1074 4.52%1073 7.06%107 9.99%107

3.5.7 Analysis of second problem: A travelling wave with standard and modified explicit

schemes

Results obtained for three different combinations (a)r =0.05,h=1, (b)r=0.5,h=0.1, and (c)r =
1,h = 0.01 with standard and modified explicit schemes are given with varying range of wave
numbers K in Table (3) and Table (4) respectively. It is evident that for high value of wave number
such as k = 108, k = 10° or k¥ = 10'°, modified schemes provide highly accurate results as error
stays less than 107 for all combinations (see Table (4)). However, results obtained using standard
scheme are highly erroneous for large values of wave numbers but for very very small values of

wave numbers, i,e. when x/ < 1 reliable results can be seen from Table (3).
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Table 4: Errors analysis for wave propagation problem for modified explicit scheme

K (a) r =0.05, h=1 (b) r =0.5, h=0.1 (¢) r =1, h=0.01
1010 3.55%107 6.28%1073 6.66% 1073
108 3.42%1077 2.22%1077 6.51%1077
10° 3.51%107° 1.98%107° 6.67 %1077
104 3.50% 1071 2.32%107° 6.71 10711
10% 3.90% 10713 1.72% 10713 6.49x 1013
10° 1.95%10~1 2.37%10714 7.72%1071
102 9.9%10712 2.62%10714 6.49 % 10717
104 2.02% 10711 5.32% 1071 0.78 %1017

For further analysis in Figure 2 results are shown and it is found that wave obtained using

standard scheme shows:
e dispersion (phase lag is evident) for moderate values of wave numbers (Figure 2 (a)—(b));
e erroneous results for wave number to 50 (Figure 2 (¢));
e dissipated wave when wave number is 100 (Figure 2 (d));

e On the other hand wave obtained using modified scheme gives nodally exact solutions for

all values of wave numbers.

4 Modified Compact Explicit and Implicit Schemes for Two di-

mensional Case

Consider the two dimensional wave equation given by

Au *u 1%
ﬁ—i_&_ﬁ_c_zw (x,y) € (a,b) and t > 0. (27)
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Figure 2: Wave propagation with r = 0.5 for (a) k = 10, (b) k¥ = 20, (c) k¥ = 50, and (d) ¥ = 100.
In order to construct modified compact explicit scheme, the partial derivatives, 9%u/dx?, d%u/dy>

and 9°u/dt?, present in (27) are replaced with below given approximation with ¢ chosen as coef-

ficient of the middle node instead of 2 given by

82” 1 n n n 2
92 T g et ]+ 0,
d%u 1 )
37 = g o ]+ O0),
du 1

Substituting above approximations in (27) and performing simplifications gives

n+1 __ 2( n n n n n n—1
w; ;= (cr) (”i—l,j+ui+1,_j_aui7j+ui,j—1+ui,j+1)_ui,j : (28)
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Now the value of « is calculated by inserting u; ; = ! hlikitjko)—ont) jneg (28)
o = ——————[(cr)* (cos(kih) + cos(kah)) — cos(wl)]

with k; = kcos(8) and k, = ksin(0) satisfying k* = k¥ + k3 and 6 is the incident angle. Inserting

this value of « in (28), gives required modified compact explicit scheme for two dimensional case

1 2
wi = (er)” (uiy j+ufyy gy upin) +
n

% [(er)? (cos(kih) +-cos(kah)) — cos(@O)] —uf ;. (29)

Similarly, modified compact implicit scheme for two dimensional case is given by

(cr)? (cr)?
[ ] | = =S [ ]
(cr)? 1
4 [z 1]+Mz+lj+uz] l+u?j+1:|
2
1— ol
+{1+(C;) (cos(kyh) + cos(kah)) + zzz( ” (u" 1+u;{]+.1)

(wf
2(1—cos(w?)) } i
)2

_{2—(@) (cos(koh) + cos(ih)) — iy S .

(30)

4.1 Dispersion Analysis

Now to avoid repetition, following steps as presented in Section 4.4 inserting a plane wave solution

of the form uf i= eilk ih*"}jh*“’”@, with k1, ks as discrete wave numbers into either (29) and (30)

results into following after straight forward manipulations
[cos(k1h) — cos(kyh)] + [cos(kah) — cos(kyh)] = 0
which implies

k~1 = k1 and k~2 = kz.

5 Conclusions

In this work range of modified compact central finite difference (C.F.D.) schemes are constructed
in case of rectangular grid for one dimensional transient wave equation. Salient features of these

schemes are given below:

1. they provide compact stencil i,e. minimum number of grid nodes are involved;
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they provide dispersion free numerical results;

. they do not require to write brand new code altogether which means implementation of these

schemes bears no additional cost;

cover all range of wave numbers, small as well as large. However, these schemes are con-

structed for large wave number applications;

are computationally attractive and cost effective as achieving optimal results do not require

use of fine mesh;

leads to standard C.FE.D. schemes with series expansion of terms cos(k#) and cos(@/) present

in modified schemes;

. provide highly accurate results even for values of » > 1 which is very attractive feature for

practical applications.
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Abstract

The thermal ejector is a passive component used for thermal compression, activated by heat
(waste or solar), applied mainly for cooling and refrigerating. Nowadays, it is of interest to
many researchers and engineers worldwide. The present study introduces a theoretical analysis
of the cooling system which uses a gas ejector thermal compression. In such work, the ejector
performance is adapted according to the operation conditions of the cooling system in order to
attain a control strategy to satisfy the required cooling load with acceptable performance.
Theoretical models are developed and applied for the design and simulation of the ejector.
Besides the conservation equations of mass, energy and momentum, the gas dynamic
equations, state equations, isentropic relations as well as some appropriate assumptions are
applied to simulate the flow and mixing in the ejector. These models coupled with the equations
of the other components (condenser, evaporator, pump, and generator) are used to analyze the
performance of the cooling system. Two FORTRAN programs are developed to carry out the
investigation; one for the ejector design and the other is for the simulation purpose. Properties
of refrigerant R134a are calculated using real gas equations. Among many parameters, it is
thought that the generator pressure is the cornerstone in the cycle. So, it is considered as the
key parameter in this investigation to evaluate the cycle performance. The effectiveness of the
model is verified by comparing the calculated results with experimental data available in the
literature. Then, the simulation results have been used to propose a control strategy to select

the appropriate ejector for a given operating condition, where multiple parallel ejectors are
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used in the system. From the study results, it was found that; for generator pressures lower than
the design pressure, the ejector is working very well, where the cycle performance parameters
equal to or lower than the required values by the system design. At high generator pressures,
strong shock waves inside the ejector are occurred, which leads to significant condensing
pressure at the ejector exit (condenser inlet). At such high pressure, the designed system has

the ability to deliver cooling capacity for high condensing pressure during hot seasons.

Keywords
Air cooling system, refrigeration, thermal ejector, thermal compression.
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Nomenclature:
A Cross sectional area (m?)

Q
@)
o

Coefficient of performance (--)

D Diameter (m)
h Enthalpy (J/kg.K)
M Mach number (--)
m Mass flow rate (kg/s)
p Pressure (kPa)
Q Heat rate (W)
S Entropy (J/K)
T Temperature (°C)
u Speed (m/s)
Vson Sonic speed (m/s)
W Power (kW)
XL Section length (m)
p Density (kg/m?3)
® Entrainment ratio (--)
0] Coefficient of friction due to mixing
T Compression ratio (--)

1. Introduction

Recently, thermal ejectors have received a lot of interest in the cooling system industry. Such
interest can be attributed to the energy consumption of conventional compressors, which
represents a considerable load on electrical grids, particularly when the cooling demand is high.
Additionally, their simple geometry and reduced cost make them very attractive for many
applications. The thermal ejector is a passive component used for thermal compression in
cooling and refrigerating systems. It can be driven by low-grade heat sources, such as solar
collectors, geothermal energy, industrial processes, and waste heat, instead, of high-grade

electric energy [1, 2].

The ejector function in the cooling system is the same as the compressor in the conventional
systems. However, in the ejector-cooling system, the ejector is considered the key component
of the whole system. It is composed of a nozzle, a mixing section, and a diffuser. During the
operation, a high-pressure driving flow, which is the primary stream, enters the nozzle, wherein
its flow velocity increases. The driving flow reaches sonic velocity at the throat and accelerates
into a high-velocity flow with low pressure at the nozzle exit. In such time, a low-pressure

flow, which is the secondary stream, enters the ejector from the suction-flow inlet. The flow is
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then accelerated towards the mixing section. Then, the two flows are completely mixed inside
the mixing section, where a part of the kinetic energy from the primary stream is transferred to
the secondary stream. The kinetic energy of the mixed flow converts to pressure energy in a

diffuser.

The most important feature in the ejector-cooling system is that; it can use renewable sources
of energy to drive the generator. Solar and wind energies represent the most promising energy
resources to drive heat-recovery systems, as they are easily accessible and cheap compared to
other renewable energy sources. However, the supply of these energies is unstable, which
represents a serious problem in the regulation and stabilization of the ejector-cooling systems
powered by these energy sources. Accordingly, there is a serious need to design a control
technique within the cycle components that can operate the cooling system according to
variable operating conditions. From this perspective, the main objective of the current research
is to enhance the performance of the ejector-cooling system by controlling the flow conditions
with variable operating conditions.

To apply a control technique, the present study proposes the use of multiple parallel ejectors in
the cooling system, where only one ejector is in operation. The other ejectors are switched off
during the operation of ejector 1 (Ej-1). If -for any variation in the operating conditions of the
cycle- the working ejector is unable to attain the required cooling capacity, the refrigerant flow
to that ejector is stopped, and the flow path is switched to one of the other ejectors. The control
depends basically on the obtained cooling load of the system compared to the desired one, and

the cycle the coefficient of performance (COP).

2. Literature Review

Extensive experimental and theoretical investigations on thermal ejectors and their operation
have been carried out during the last few decades. However, its modelling still represents a
serious problem not yet completely resolved because of its highly complex flow field structure.
Ridha et al. [3] studied the conjugate effects of ejector performance characteristics, the
activation pressure-temperature conditions at the generator and the interaction with the
compressor on refrigeration systems. Besides the conventional compression cycle, they
selected three configurations: a hybrid ejector compressor booster and two cascade compressor
ejector cycles. Dahmani et al. [4] presented a design methodology for simple ejector

refrigeration systems of fixed cooling capacity. They carried out their investigation on four
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refrigerants (R134a, R152a, R290, and R600a). Ouzzane et al. [5] derived a local mathematical
model and computer programs for ejector studies in refrigeration cycles, one program for
optimal ejector design and the other for simulation with more in-built flexibility. The model is
based on Munday and Bagster’s theory [6] and isentropic flow in the nozzles and the diffuser.
In another study by Cardemil et al. [7], a new theoretical ejector model was developed for the
performance evaluation of vapor ejectors operating in the critical mode. The model was derived
based on the 1-D methodology and made use of real gas equations.

When the ejector is working under variable operating conditions, Yan et al. [8] evaluated the
influence of the area ratio on the entrainment ratio, COP and cooling capacity by replacing
different sized nozzles. Varga et al. [9] numerically investigated a variable area ratio ejector
with a removable needle and found that the entrainment ratio improved 77% compared to a
fixed area ratio ejector at a low enough back pressure. Chen et al. [10] developed a two-
dimensional theoretical model to study a variable-geometry ejector (VGE) and evaluate its
effect on cycle performance. They reported that the VGE is feasible for unstable heat-source
utilization where it can be adjusted to its design point to obtain high efficiency. Sag et al. [11]
designed an ejector to reduce the throttling losses of a refrigeration system. Their proposed
system obtained an optimal performance that had a 5-13% higher COP than the traditional
system. Li et al. [12] carried out an investigation of the variable area ratio ejector on a multi-
evaporator refrigeration system. The experiments indicated that energy saved was raised to 112
% by the variable area ratio ejector compared to a conventional system. Other experimental
results were introduced by Aphornratana et al. [13] who showed the benefit of using an ejector
with a primary nozzle that was moved axially in the cylindrical mixing chamber. They reported
that; for a given ejector geometry and fixed condenser and evaporating temperatures; there
exists an optimum temperature of the primary vapor which maximizes the entrainment ratio
and the COP. Fenglei et al. [14] carried out an experimental investigation to study the
performance of an ejector refrigeration system with refrigerant R134a. The effects of operating
parameters and area ratio on the ejector performance were investigated. They concluded that
the ejector performance is immediately changed by varying the ejector operational mode which
is determined by the relation between the actual condensing temperature and the critical
condensing temperature.

However, in the previous studies, no literature was found concerning the application of control
strategy on the ejector flow according to specific operating condition through the application

of the multi-ejector system. The present paper appears to be the first step towards more
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investigations in the application of control techniques on the cooling system which uses thermal

compression ejectors, instead of conventional compressors.

3. Description of the cooling system with ejector

Figure 1 shows a schematic representation of the system under consideration, where the
refrigerant is heated in the generator through solar energy (or low-grade energy source). The
superheated vapor at state 3 is condensed by rejecting heat Qcon to a heat sink, which is normally

ambient air or water. At 4, the exit from the condenser, the working fluid is assumed to be

saturated liquid (quality x4 = 0). Part of it (the secondary fluid m, ) is throttled to low pressure

at state 6 and evaporated by receiving heat from another fluid stream. The cooling of this stream
represents the useful effect of the system (cooling capacity Qewp). At state 2, the exit from the
evaporator, the working fluid is assumed to be saturated vapor (quality x> = 1). The remaining

part of the working refrigerant at state 5 (the primary fluid m ) is pumped to high pressure and

superheated from 5 to 1 in the generator by receiving low-grade heat Qgen. The high-pressure
vapor at state 1 mixes with the secondary stream at state 2 in the ejector where the exit mixture
pressure is the condenser pressure. The mixing process of the two streams is complicated since

they mix irreversibly and are compressed through a series of shocks in a constant area chamber.
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Figure 1: Schematic of the proposed cooling system with an ejector activated by solar energy

4. Mathematical Model of the cooling system with an ejector

The construction of well-designed mathematical models of the ejector has become the key
subject of many studies. Many mathematical models, found in the literature, have been
developed and employed to analyze, develop and design ejectors. These models include CFD
simulations, global models, and numerical models. Although CFD simulations give detailed
information concerning pressure, velocity, Mach number...etc, the mathematical analysis
using 1-D numerical modelling with computer programs represents a simple method of the
flow mixing investigation if the appropriate conditions and equations are considered.
Certainly, the mathematical description of the flow inside the ejector is complex. Besides the
conservation equations of mass, energy and momentum, the gas dynamic equations, state
equations, isentropic relations as well as some appropriate assumptions need to be used to assist
in the description of the flow and mixing in the ejector. Accordingly, to simplify the modeling,
without loss of generality, the following main assumptions are applied:

1. The flow inside the ejector is steady and one dimensional.

2. The kinetic energy at the inlets of the primary and secondary flows and at the exit of the

diffuser are negligible.
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3. Ejector inner wall is adiabatic.

4. Uniform pressure at the position of the mixing section under optimal operating conditions.

5. Primary and secondary streams preserve their identity over some distance following the exit
from their respective nozzles, before mixing takes place.

6. The effects of frictional in the nozzles and the diffuser and mixing losses in the mixing

chamber are taken into account by using constant coefficients introduced into the isentropic

relations.
mixing constant diffuser —
A chamber section zone 1
primary XL, XL:
D: pozzle —>| |=— XL,
\l,n,//-' b LD Ds
plilnaly — SRR R ——— _._._D_s.-.__:l._._._._._ __.___.i — - o <
stream * [ *
/?\L___ r
XLy XL,
5 -t XL,
v

—> 1 "(—Du

secondary
stream

Figure 2 Schematic diagram of ejector geometry.

The fundamental conservation equations of momentum, energy, and mass are applied to
elementary control volumes in the different zones of the ejector (primary and secondary
nozzles, the mixing chamber, the constant section zone, and the diffuser), as shown in Fig. 2.
In such case, for an elementary control volume, shown in Fig. 3, the following equations are

applied:

M (1-1) . . M (1)
H(I-1) \ H (1)
P(I-1) . . Pl

u(1-1) | u ()
S(I-J) ———i -:— ----- 5(/)
(i = L
Vson (1-1) | / Vson (1)
A(l-1) : | Al

Figure 3 Elementary control volume.

Energy conservation:

1)’

h(1)+ “(') _h(I=1) + (2 M

Mass conservation:
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p)*u()*Adl) = p(I =D*u(l -)*A(l -1) ()
Isentropic compression and expansion:
s(1)=s(l -1) 3)

Momentum conservation:

p()*u* () +p() = p(1 =D*u*(I -1+ p(I -1) (4)
where (I-1) is the inflow section and (1) is the outlet flow section.
For the mixing process, the following equation is applied with the coefficient of friction
due to mixing ¢:
olp.A +p,A +um, +u,m, |= pA, +u,m (5)
where p, = p,and M, =m, +m,
The momentum equation is needed when shock conditions are present, particularly in the
constant section zone or during off-design operation. The calculation procedure varies
somewhat, depending on the calculation being performed. For design, the optimization
criterion is the critical flow in the nozzles (double shocking in the primary and secondary
convergent sections, sonic conditions). The conservation equations stated above are applied
along the same general lines for both the design and the simulation procedures.
Generally, the ejector performance and geometry are expressed in terms of the entrainment

ratio (), the compression ratio (z) and the area ratio (Ar) defined as:

w=—> (6)
mp
=P )
P,
A,
_A (®)
AA

where An is cross-section of the cylindrical mixing chamber and At is throat area of the primary
nozzle.

The performance of the cooling system as a whole is determined through COP. For systems
using an ejector activated by an external heat source, the COP is given by:

cop—_ Rem ©)
W, +Q

gen

where:
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Qevap = ms (hz - ha) (10)
Q. =, (h —hy) (11)
W, =nm,(h, —h,) (12)

Similarly, the condenser heat is given by:

Qoon :(ms +mp)(h3_h4) (13)
In the case of not considering the generation heat rate when solar/waste energy is used as the

heat source, the COP is estimated as:

coP - —?N (14)

p
5. Solution Procedure

Simulation and design of ejectors are two requirements of our modelling which cannot be
obtained by the same calculation procedure. Some steps are specific to design while others are
applied for simulation. Based on these considerations, two program versions are developed:
one for design and the other is for simulation.

Ejector design requires the following main input parameters: the cooling capacity (Qevap), the
entrainment ratio (w), generator pressure (pg), and the evaporator temperature and pressure
(Pevap) and (Tevap). Then, the program then determines the ejector geometry and the dimensions
such as the secondary stream inlet diameter (D12), critical diameter (D1c), constant section zone
diameter (Ds) as well as ejector exit pressure (pexit). This design corresponds to a unique set of
conditions, which is the optimal design point. If outside conditions vary, the ejector will not
operate optimally. This new condition will be off-design and cannot be handled correctly by
this program version.

The simulation program is written to predict the behavior of a fixed geometry ejector, in
response to imposed inlet conditions. The input parameters for this program are the ejector

dimensions, generator temperature (Tqgen) and evaporator temperature (Tevap). The program
output data are the primary mass flow rate (M ), the secondary mass flow rate (1M,), the
entrainment ratio (w), the pressure ratio (t), ..etc. Modulation functions are embedded in this
program such that refrigerant flow rates at an inlet are self-adjusting according to external

operating constraints. In this way, ejector operation and performance can be analyzed under

different conditions, including off-design situations.
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Based on the above system of equations, two different versions of FORTRAN programs are
developed; Version A (for design) and Version B (for simulation). For ejector design, the
computation progress and control is based on Mach number increments down the subsonic
primary convergent until choking occurs (critical condition). At this point (M = 1), XL1 and D¢
showed in Fig. 2, are determined. Primary flow progresses through the divergent XL, and the
fictive expansion cone XLs. The final position of the primary stream before mixing is X = XL
+ XL> + XLs, where the prevailing pressure is Pci. Secondary flow starts at X = XL and is
accelerated to its critical conditions (M2 = 1) at X = XL1 + XLz + XLs. Its pressure condition is
Pc.. In order for mixing to proceed, critical pressures must match. For this purpose, a pressure
test is performed such that:
If Pc2 >Pcy, then D3 is increased
If Pc2 <Pcy, then D2 is decreased

The calculation is repeated until the pressures are close and Pc, > Pcy, in which case D> is
determined. At this point, the flow is supersonic, as it enters the convergent mixing section,
where it is slowed down to M = 1. Then, XL4 and Ds are determined. The length of the constant
section zone, XLs is determined empirically. In this section, a shock wave is produced with a
corresponding pressure (and temperature) increase resulting in subsonic flow at the diffuser
entry. Additional isentropic compression of the flow takes place in the diffuser to velocity just
high enough to flow to the condenser. Values of XLs and De are thus determined. Figure 4a
shows the solution procedure followed by the authors to design the ejector.

For simulation, the ejector geometry is known, and the physical parameters of operation and
performance are to be determined. Since the constitutive equations being of coupled, non-linear
type, an iterative procedure given by the flow-charts shown in Fig. 4b is applied to simulate
the base case ejector in off-design conditions. For more details concerning the mathematical

model and the solution technique, refer to the previous investigation carried by Ouzzane et al.

5]
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Figure 4 Flowchart of the main iterative calculation steps; a) for design, and b) for simulation.
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6. Results and Discussion

In this section, the theoretical model is validated against the published work at first. Then, the
results of the mathematical model are introduced, where the parametric analysis, as well as, the

performance of the cycle are investigated.
5.1 Validation of the proposed model

The theoretical model used in this study is based on the one developed previously by
the co-author of this paper Ouzzane et al. [5] with a small adjustment of certain factors. At this
time, the model has been validated using measurement data obtained by Huang et al. [15] for
R141-b refrigerant. For comparison purposes, the experimental and theoretical data are
presented in the same figure to show the variation of the entrainment factor versus the saturated
temperature at the exit of the ejector. It has been found that the trends are similar and the
agreement between experimental and calculated data is satisfactory since the discrepancies in
the region of off-design don’t exceed 13%. Recently, an experimental work carried out by
Fenglei et al. [13] on an ejector operating under different modes using the same refrigerant
(R134a) as our work has been published. Such paper provided an interesting result and enough
information that can be used for validation. The ejector experimented consists of two
interchangeable main parts; nozzle and ejector body including mixed chamber and diffuser.
The authors combined two different nozzles (A and B) with three bodies (A, B and C) to test
different ejectors with different section ratios (A-A, A-C, B-A, and B-B). Based on these data,
the two ejector tools developed in the present work; design tool and simulation tool have been
validated.

Table 1 presents the results related to the ejector design tool for two different ejectors having
two different area ratios respectively: ejector 1 (Ar = 2.96) and ejector 2 (Ar = 2.77). for
calculations, the input data, presented in the first column, are the cooling capacity (Qevap) the
entrainment ratio (®), the temperature of the generator (Tg) and the saturation temperature in
the evaporator (Tevap). The different geometrical parameters compared are diameters of the
throat, divergent, mixing chamber and the exit of the diffuser. The saturation temperature at
the exit of the ejector, presented in the last column of the table is also an output parameter used

for comparison.
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Tablel. Comparison of ejector design data against published experimental results [13]

i D1c Ds D12 D3 Tcond (OC)
Ejector

Exp. Cal. Exp. Cal. Exp. Cal. Exp. Cal. Exp. Cal.

Ejector 1
Ar=3.96
Qevap=2.0 kw
w =0.45

Tg =75°C
Tevap =15°C

2.09 1.97 4.16 3.98 2.70 3.07 12.90 12.73 320 353

Ejector 2
Ar=2T77
Qevap=0.55 kw
® =0.08
Tg=75°C

Tevap = 10°C

2.50 244 4.16 4.37 3.30 4.04 12.90 13.12 341 368

From the table, it can be seen that; the agreement between the actual ejector sizes and the
calculations is very satisfactory. However, the difference in the diameter of the divergent D12
is a little bigger. At this location (exit of the nozzle), the mixing of the two streams starts. This
process is the most complicated part of the modeling because of the complexity of multiple
physical phenomena including sound waves and high intensity of frictions. On the other hand,
the mixing process doesn’t happen immediately after the nozzle exit at a constant section, but
it occupies a certain length which depends on many parameters and it is very difficult to
estimate its value. For the saturation temperature at the exit of the ejector presented in the last
column of the table, it’s clearly shown that the theoretical model overestimates this parameter
due to the assumptions applied in this study.

The simulation ejector tool has also been validated by the experimental data presented by
Fenglei et al. [13]. The comparison concerned the variation of the entrainment ratio versus the
saturation temperature at the exit of the ejector for ejector 1 operating under the following
conditions: Tg= 75 °C and Tevap = 15 °C. Figure 5 below shows that the trends of the entrainment
ratio o versus the condenser pressure for both simulation and measurements are similar. In the
region of the off-design conditions, a right shift of around 2 kPa is observed in the calculated
data due to the same reason as for the ejector design tool. In general, it can be concluded that;

we developed two strong tools able to reflect with good accuracy the behavior of the ejectors.
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Figure 5 Comparison of entrainment ratio @ versus pressure from calculated and measured data.

5.2 Generator pressure effect

For this study, a base-case is considered, where the input parameters are shown in Table 2.

Table 2. Input parameters and operational conditions for the base-case of ejector 1 design (Ej-1)

Qeap (KW) @ Tgen(sat) (°C)  pgen(kPa) M, (ky/s)  Tewap(sat) (°C)  Pevap (kPa) MM, (kgls)

20.0 0.4 90.0 2116.8 0.268 15.0 488.0 0.107

The design program used these input data to determine the corresponding ejector dimension as

presented in Table 3.

Table 3. Dimensions of ejector 1 (Ej-1).

Convergent  Divergent Convergent Constant

Diffuser
(primary) (primary)  (mixture) section
D1 =18.00 Dc=6.4 D2=12.63 Ds=11.90 Ds =11.90
D¢ =6.40 D3 =9.64 Ds =11.90 - De=325
XL1=26.8 XL2=28.0 XL3=14 XLs=71.00 XLs=150.0
Angle =14° Angle=3° Angle=1.5° - Angle = 4°

The effect of generator pressure (pg) on the cooling capacity (Qevap), coefficient of performance

of the system, the generator heat load (Qgen) and the condenser saturation temperature (Tsat) are
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presented in Fig. 6 through Fig. 9. In these figures, there are two curves, the dashed curve,
which represents the design results, and the continuous curve which represents the simulation
results of the ejector base-case (Ej-1). In such analysis, two different zones are considered,
Zone |, for the case when (pg)system < (Pg) optimal-design, and Zone 11, for the case, when (pg)system >
(Pg) optimal-design.

Figure 6 shows the variation of the evaporator cooling load with the generator pressure. Two
important observations can be made: firstly, the cooling load decreases when the generator
pressure increases, and secondly, almost identical values of Qevap are obtained for both design
and simulation in Zone I. The cooling system, in that case, operates very well. This is mainly

due to the low condensing temperature (cold weather).
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Figure 6. Cooling capacity versus the generator pressure.

On the other hand, increasing pg beyond the optimal point leads to a considerable decrease in
the evaporator cooling capacity. Accordingly, the cooling system cannot satisfy the required
evaporator load with acceptable performance. In such a case, increasing the generator pressure
increases the mixing pressure at the exit of the primary and secondary nozzles. Thus, the system
is not able to deliver the required cooling capacity, since the mass flow rate of the system is
lower than that of the optimal design case. Accordingly, a control valve is needed in such a
situation to switch the refrigerant to either Ej-2 or Ej-3 depending on the required cooling
capacity of the system.

The effect of generator pressure on the generator heat rate is presented in Fig. 7. The design
values of Qgen are almost constant with an average value of 51.5 kW, while the simulation heat

rate increases sharply as pg increases. In Zone I, the cooling system operates very well, where
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the Qgen is lower than the required value to activate the generator. When pq exceeds the optimal
design value (Zone 1), the difference between the design and simulation values becomes
positive. In such a case, Qgen IS considerably higher than the value required by the system,
which is expected to decrease the COP of the cooling system, since the evaporator heat rate

decreases with increasing pg.
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Figure 7. Variation of generator heat rate with the generator exit pressure

At the same time, the cycle COP variation with the generator pressure is illustrated in Fig. 8.
The design COP is almost constant at a value of 0.3, while the simulation COP decreases as pgq
increases. Such a trend is expected to occur since Qevap decreases and Qgen iNncreases
considerably with the increase of pg, while the pump power does not vary much. Generally, the

COP behavior reflects the trends of Qevap and Qgen given in Figs. 6 and 7, respectively.
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Figure 8. Variation of the cycle COP with the generator pressure.

Figure 9 shows the effect of generator pressure on the condenser saturation temperature. The
trends of both design and simulation curves are similar, where they increase as the generator

pressure increases.
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Figure 9. Saturation temperature of the generator pressure versus the generator pressure.

The trend of condenser saturation temperature reflects two important observations. First, the
design and simulation values of the saturation temperatures are almost identical when pq is
lower than the optimal design pressure of 2116.8 kPa (Zone 1). In this case, the cooling system
performs very well, where no extra heat is required to be removed by the condenser. Second,

the saturation temperature increases when the generator pressure increases. The required heat
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removal rate by the condenser, in this case, is higher than the design values. Such a result,
confirms the need for switching the refrigerant flow to either Ej-2 or Ej-3.

One important observation from the above analysis is that; the system can operate very well
with a generator pressure lower than the design pressure (Zone I). However, to complete the
analysis, the system is not independent of the ambient conditions. Table 4 shows the condenser
saturation temperature against the system cooling load at various generator pressures. Clearly,
the greater the condenser saturation temperature, the lower the cooling capacity the system can
deliver. For the air conditioning application, the condenser is located outside the building and
interacts with the external ambient temperature. The ambient temperature must be lower than
the condenser saturation temperature to be able to reject heat to the surroundings and then
condenses the refrigerant. Such a condition is not easy to be attained since it depends on the
weather conditions. Accordingly, the operating generator pressure of the cooling system is

affected by the weather conditions (ambient temperature) and not independent of it.

Table 4. Condenser saturation temperature versus the cooling load (Ej-1).

Saturation
P (kPa) temperature (°C) Qevep (KW)
3244.2 77.2 5.97
2633.2 56.0 13.20
2116.8 43.0 15.84
1700.0 40.5 16.41
1317.9 36.9 17.00

From the above discussion, it is clear that a control strategy is required to attain the stable
performance of the cooling system for any variation that may occur in the operating conditions.
This can be done by adapting the ejector performance according to the operation conditions of

the cooling system.
5.3 Control Strategy and Ejector Switching

The above results are obtained when ejector 1 (Ej-1) is the working ejector in the cooling
system. For control purpose, some criteria should be followed to attain the required cooling
capacity at the same evaporator temperature if the operating conditions for any reason are
varied. In this regard, the authors suggest that the operating range of Ej-1 is when the required
cooling capacity of the system does not exceed 10 % of the optimal design value. Thus;

If (Qevap)system <1.1 (Qevap) optimal-design == Ej-l is applled
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If such condition is not attained, ejector 2 (Ej-2) is applied, as:

I (Qevap)system > 1.1 (Qevap) optimal-design == SWitch the flow to Ej-2
Similarly, in the case when the required cooling capacity becomes more than 20 % of the
optimal design capacity, the flow is switched to ejector 3.

If (Qevap)system > 1.2 (Qevap) optimal-design =——p SWitch the flow to Ej-3
Following these criteria, multiple ejectors can be added to the system to satisfy the required
cooling capacity with any variation in the operating parameters. This control guarantees the

stability of the system with any required cooling load.

6. Conclusions

In this paper, a mathematical model was developed to investigate the ejector-based cooling
system performance and hence, enabled setting a control strategy that can satisfy the required
cooling load with a stable performance. Two FORTRAN programs were developed to carry
out the investigation; one for the ejector design and the other was for the simulation purpose.
The generator pressure was considered as the main variable in the analysis. The simulation
results have been functioned to propose a control strategy to select the appropriate ejector for
a given operating condition, where multiple parallel ejectors can be used by the system. From
the simulation results, the following conclusions arise:

1. The operating generator pressure of the cooling system is affected by the weather
conditions (ambient temperature) and not independent of it. So, the selection of the
operating pg depends basically on the weather condition.

2. For pressures lower than the optimal design pressure, Ej-1 is working very well, where
the cycle performance parameters equal to or lower than the required values by the
system design.

3. The range of operation of Ej-1 is when the required cooling capacity of the system does
not exceed 10 % of the optimal design value. When (Qevap)system IS in the range from 11
- 20 % of the design cooling load, the flow is switched to Ej-2. For (Qevap)system greater
than 20% of the optimal design cooling load, Ej-3 will be the operating ejector. More
ejectors can be added in the same way to the system, according to the desired cooling
load by the system.
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Abstract

Chemical and physical properties of Activated Carbon(AC-C) prepared from Corn Maize (Zea
mays L.ssp) waste were determined and the adsorption characterization of Fe?*, Co?*and Cr® from
aqueous solution with respect to Freundlich isotherm and adsorption kinetics were investigated.
AC-C was prepared using chemical activation with Potassium Hydroxide (3M at 600 °C for 1
hr).The characterization of (AC-C) revealed that it has 49.42% carbon, 4.2% ash, bulk density of
(0.75 g/ml); porosity (57.08%) and methylene blue of 190.6 mg/g. Kinetic adsorption of metal ions
(Fe?*, Cr¥* and Co?*) has also been investigated at isotherm container at 30°C. The effect of dose
of (AC-C) on the percentage removal of metals indicates that the maximum dose of adsorbent was
at concentration of 0.8 g/L in which 10% Fe?* was removed. For Fe?* and Cr¥*metal ions, the
adsorption decreases as the pH increases. The optimum pH for the adsorption was 6 for both Cr3*
and Co?*and 7 for Fe?*. The experimental isotherm data was analyzed using Freundlich equations.

The adsorption process follows the Freundlich order kinetic, with a correlation coefficient (R?) of
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0.97 for both Fe?*and Co?* and 0.96 for Cr3*. Adsorption capacity (K) and the adsorption intensity
(1/n) were the highest for Fe?*, with the values of 1.83 and 1.41, respectively.

Other adsorption factors such as detection of inorganic elements and functional groups on the (AC-
C) sample were examined by XRF, XRD and FT-IR spectroscopy. The major elements in the
sample were: Potassium (0.047%) and Calcium (3.66%). The FT-IR spectra indicate the presence
of five functional groups; 2511 cm™corresponds to a carboxylic O-H stretching, 1794 cm’
corresponds to an acid anhydride C=0O stretching, 1454 cm™corresponds to aromatic C-H
stretching,874 cm'lis associated with the out of plane C-H wagging and 704 cmis in plane C=C

bending.

Keywords

Activated Carbon, Corn Maize (Zea mays L.ssp) waste, adsorption, Freundlich isotherm, FT-IR
and XRD.
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1. Introduction

Conversion of agricultural wastes into carbonaceous adsorbents that can be used in many
applications such as sugar refining, wastewater treatments and pharmaceuticals industry would
add a value to these agricultural commaodities, helps reduce the cost of waste disposal, and provide
a potentially cheap alternative to existing commercial carbonaceous adsorbents. Activated Carbon
as a porous carbon material, usually chars had been subjected to reaction with gases during or after
carbonization in order to increase porosity [1]. Activated Carbon is produced from different
precursors such as wood, peat, lignite and various types of hard coal and petrochemical products
and polymers [2].

The world production of activated carbon in 1990 was estimated to be 375,000 tons, excluding
what is produced by Eastern Europe and China. In 2002, the demand for activated carbon reached
200,000 ton per year in the United States. The demands of activated carbon increased over the
years and market growth was estimated at 4.6% per year [3]. The strong market position held by
Activated Carbon relates to their unique properties and low cost compared with that of possible
competitive inorganic adsorbents like zeolites. Heavy metals are produced in large amounts during
industrial activities and contaminate the environment. Metal ions are non-biodegradable and many
of them are soluble in aqueous media and easily available for living organisms. Heavy metals
account for a number of disorders in plants and animals and their removal from aqueous media is
an important and challenging task [4]. Various processes for color removal include physical,
chemical and biological schemes such as ion exchange, advanced oxidation, filtration, and
adsorption [5]. Adsorption has been found to be more efficient process from other techniques for
water reuse in terms of initial cost [6], the simplicity of design, use of operation and insensitivity
to toxic substances [7].

2. Experimental

2.1. Preparation of Activated Carbon
The general process to produce AC-C is based on carbonizing and activating the carbonaceous
precursor material. The method of activation used is described previously [8].

2.2. Chemical Activation

The carbonization of the AC-C was done at350°C for three hours and allowed to cool at room
temperature according to a previously described method [9]. After sample preparation for the
activation, 150 grams was mixed with1000 ml of Potassium Hydroxide (3M). The samples were
impregnated in muffle furnace at 600°C for one hour. Washing of the prepared sample was
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carried out to clean the base content of the prepared AC-C. The washing process was continued
until pH7 was attained. The samples were then dried in an oven at 105 °C to remove any
moisture content.

2.3. Estimation of Physical and Chemical Properties for AC-C

The pH was measured using a pH meter (HACH 103), for Moisture Content; 0.5g from the AC-C
was placed, weighed to the nearest 0.5g and then placed in a preheated oven at 105 °C. After
cooling in desiccators to ambient temperature the weight was measured again, according to a
previously published work[9].

2.3.1. lodine Number

The lodine number of AC-C was determined according to a standard method which is a titrimetric
method. 0.5-2.0 g dried carbon was weighed and transferred to a dry, glass Stoppard 250 ml
Erlenmeyer flask. Pipette 10ml of 5% HCI acid in the flask, and swirl until the activated carbon
is wetted. Place the flask on a hot-plate in a fume hood, bring the constant to the boil, and allow
boiling for exactly 30 seconds. Allow the flask and constant to cool to room temperature, and then
add by pipette 100ml of 0.10N iodine solutions. Stopper the flask immediately and shake it
vigorously for 30sec. Filter by gravity through a filter paper immediately after shaking period.
Discard the initial 20-30ml of filtrate and collect the reminder in a clean beaker. Stir the filtrate in
the beaker with a glass rod and pipette 50ml into 250ml Erlenmeyer flask. Titer the 50ml of sample
with 0.10N sodium thiosulphate solution until the yellow color has most disappeared. Add 1ml of
starch solution and continue titration until the blue indicator color just disappeared. Record the
volume of sodium thiosulphate solution used.

[10].

2.3.2. Determination of Porosity/ Bulk Density and Carbon Content

Carbon content, Bulk density and Porosity were determined according to the method described
earlier [9], [11] For Bulk density and porosity, a cylinder and an aluminum plate were each
weighed; a sample of AC-C was placed into the cylinder and weighed again. The sample was
transferred into the aluminum plate and put into an oven so as to dry it to a constant weight at a
temperature of 105°C for one hour. The weight of the dried samples was taken again after drying.
A clean dry well corked density bottle was weighed. The bottle was filled with water, corked and
reweighed. A small quantity of activated carbons was taken and ground to powder, sieved using
106pum in diameter and gradually put into the bottles with little amount of water and weighed
again. The bulk density and porosity were calculated using the following expressions [9]

Bulk density = Weight of dry sample (g)/Volume of tube packed dry AC-C (cm®) (1)
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Porosity = Vv/Vt (2)
Where Vv = volume of sample, Vt = total volume.
2.3.3.1 Calculation of Decoloring Efficiency DE (%)

The decoloring efficiency DE (%) was used to determine the decoloring capacity of AC-C. The
following equation was employed to quantify the DE (%). The absorbance of original liquor was
taken as AO and that of filtrate was taken as A [12].

DE (%) = (Ao-A)/Ao x 100 %(3)
2.3.3.2 Calibration curve

For the determination of metals (Fe?*, Cr3*,and Co?*), a calibration standard curve was constructed.
A 1% stock solution of (Co*?), Cobalt nitrate (Co (NO3)2-6H20), (Fe*?), Ferrous sulphate hydrous
(FeSO47H20) and (Cr*®), Chromium chloride (CrCls) was prepared. Then a serial dilution of
various concentrations ranging from 0.2-1.0 % was done. The absorbance of the different solution
was read using UV spectrophotometer (Model no: CO7500E)with the appropriate wavelength (for
Cr3*, wave length 600 + 20 nm, Fe?* wave length 490 + 20 nm, and Co?* wave length 500 + 20
nm).the device was operated according to manufacturer instructions.

2.4. Effect of Variable Parameters on the Adsorption Properties
2.4.1.1 Effect of Adsorption Conditions

All equilibrium and kinetic studies of adsorption were carried out according to methods mentioned
previously [13, 14].

2.4.2Doses of the Adsorbent

Different doses of the adsorbent ranging from 0.1-1.0 g were mixed with the metal ion and the
mixture was agitated in a water bath with a mechanical shaker. The percentage of different
adsorption doses was determined by keeping all other factors constant [14].

2.4.3Contact Time

The effect of period of contact linking the adsorbent and adsorbate on the removal of the metal ion
in a single cycle was determined, where 0.1-1.0 g of AC-C was shaken with 1% of each metal ion
(Fe?*,Cr** and Co?") at intervals of 20,30,40,50,60,80 and 100 min, respectively .All samples were
filtered through a 0.45 pum filter paper to remove the carbon fines and then the concentration of
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each metal was measured using a UV-VIS spectrophotometer at different wavelengths. Initial
concentrations of metals were employed for the study of the effect of initial concentration on
adsorption process.

The amount of adsorption (gt) at time (t), was calculated using formula[14]:

gt =(Co-C)VIW(4)

Where Co-C: (mg/l) are the liquid phase concentration of metals at initially and at equilibrium,
respectively. V is volume of solution (Liter) and W is mass of AC-C used (g). The experiments
were carried out at a range of pH 1.0-10.0. The adsorption experiments were carried out at constant
temperatures of (30 °C) in a water bath mechanical shaker machine.

2.4.4 pH

Adsorption experiments were carried out at a range of pH 1-10. The acidic and alkaline pH of the
medium has been maintained by adding the necessary amounts of hydrochloric acid and sodium
hydroxide solutions.

2.4.5 Temperature

The adsorption experiments were carried out at constant temperatures, 30 °C in a water bath
mechanical shaker machine (Remi, India). The constancy of the temperature was maintained with
an accuracy of + 0.5° C.

2.5. XRFAnalysis: The prepared AC-Cwas analyzed using X-ray fluorescence (XRF).AC-C first
was crushed into fine powder and then pressed into a pellet form using al5-tonpressing machine.
The diameter of each pellet was about 2.5 cm and a mass about 1.0g. The pellets were subjected
to the XRF spectrometer system were each of them was measured for 2000 sec. The spectra
obtained as a result of X-ray excitation using Cd-109 X-ray source were transferred to a computer.
The absorption spectra were then analyzed and concentration of the elements present in the
samples was obtained using AX1L —XRF software.

2.6.FTIR analysis: The samples were grinded and milled with 100 mg KBr to form a fine powder.
This powder was then compressed into a thin pellet under 7 tons weight for 5 minutes. The sample
was then analyzed using Fourier Transform Infrared spectrometer (Shimadzu8300) and the
spectrum was recorded in a spectral range of 400-4000 cm “*.For Software Operation method of
FTIR-8400S analyzer was open firstly then a computer software , where a double click IR solution
on the program then press insert background holder , wait for few minutes till spectrum appears
in the two windows program ,click manipulation and select peak table and then choose calculation
measurement on the function tabs.
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2.7XRD analysis: The sample was prepared using bulk mineralogy method given in Fauziguide
on XRD diffraction mineralogy of sedimentary rock. The water was chilled at a temperature of
20°C and a pressure of 400 PSI. The XRD diffractometer was switched on at initialization power
15 kV and 5mA. The sample was then analyzed using the xpert -pro system.

2.8 Data Analysis:The results were analyzed using Statistical Packages for Social Sciences
(SPSS) program.Comparison between adsorbents and other parameters was completed by oneand
two-factor ANOVA. Percent relative standard deviations were computed for all replicate samples.
All graphs were analyzed using graph PASW statistic software vervison18.

3. Result and Discussion
3.1. Proximate Analysis of AC-C:

AC-C sample had carbon content of (49.42%).The results indicated that the bulk density of AC-C
was (0.75g/m), while the porosity of the sample was found to be (57.08%).Pore sizes affect the
capacity for molecules of different shapes and sizes, and this is one of the criteria by which carbons
are selected for a specific application. [3,15]. To gain further knowledge of the porous structure of
activated carbon, the adsorption of aqueous I2 is considered a simple and quick test for evaluating
the  surface area of  activated carbons. The iodine  value, defined
astheamountofiodineadsorbedpergramofactivatedcarbonatanequilibriumconcentrationof 0.02N,
was measured according to the procedure established by the American Society for Testing and
Materials [10]. Amount of carbon content is related to the raw materials [13]. Material consists of
plant and extractives are known to vary in chemical structure and initial carbon content. The
cellulose is a linear polymer of glucose with a theoretical carbon content of 44.4 %. Lignin is a
three-dimensional polymer of aromatic alcohols with a carbon content of 60 — 63%. As a result,
the carbon content of a lignocellulosic material is dependent on the relative abundance of its
constituents. Thus, the yield of carbon from each component is directly related to the carbon
content of the respective components [13]. The power of activated carbon to remove the color as
measured in terms of Decoloring Efficiency and expressed as percentage. AC-C has a bulk density
of 0.75 g/ml measuring bulk density (BD) give useful data for the estimation of storage and
packing volume. Many principles explain the concept of measuring (BD)[16].Powdered carbons
used for decolorization usually have a bulk density in the range 0.25-0.75 g/cm?[7]. A moisture
content of AC-C was 2.80%there is a relationship between moisture content and other parameter
of activated carbon, presence of carbon-oxygen groups on the surface of carbon and the presence
of even small amounts of water vapor increase moisture of activated carbon [5].Other adsorption
factors are listed in Table (1). Decoloring efficiency (DE %) of AC-C was 95.7 % for Fe?* (Table
2) ion.

Table 1. Proximate analysis of the activated carbon prepared from Corn maizewaste materials (AC-C) compared to

standard activated Carbon.
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Parameters AC-C” AC™
pH 7.60 7.37-8.30
Bulk Density g/ml 0.75 0.50-0.60
Moisture% 2.80 2.0-10.0
Ash% 4.20 4.0-9.00
lodine Number 13.00 12.8-18.0
Porosity % 57.08

Volatile Matter % 23.80

Carbon Content% 49.42

**
*An average of triplicate sample, Standard Activated Carbon(parameter of porosity, volatile matter and Carbon content are

depends on nature of the raw material used)

3.2 Calibration Curves for metal ions Fe?*, Cr3* and Co?*

In order to study the adsorption process of activated carbon prepared from the Corn maize (ACC1)
the determination of metals concentration a standard curve was constructed for three metals
Fe2* ,Cr3*and Co?*.For plotting the calibration curve different concentrations were used for the UV
spectrophotometer measurements. The plot of concentration versus absorbance is shown in Figures
(1, 2 and 3). Straight line was obtained. The result indicates that higher absorbance attends at
higher concentration of the metals.
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Figure 1. Calibration curve of Fe?*
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Figure 3. Calibration curve of Co?
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Table 2. Decoloring Efficiency% DE of AC-C:

Metals ion Fe? Crd* Co*

Decoloring Efficiency (% DE) 95.7 90.2 88.9

The effect of pH on adsorption of metal ions was investigated and the results are presented
in Figure (4). The optimum pH for the maximum uptake of all metals ions was found to be 6

forCr3 and Co?*. The electrostatic attraction between the adsorbent and ions very high at lower
pH, but it decreases at higher pH; our result is similar to that mention by [17] but different to that
mention by[4]. Thus, the adsorption of metal ions mainly involves electrostatic attractive and
repulsive interactions between metal ionic species in the solution and the negative sites on the
carbon surface produced by the ionization of acidic groups.
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Figure 4. pH Adsorption of metal ions Fe?*,Cr3*and Co?*versus the % of Adsorption on the AC-C.

The effect of the adsorbent dose (Figure.5) was studied at a temperature of 30°Cby varying the
sorbent amounts from 0.20 to 1.20 g/L. For all these runs, initial concentration of Fe?*,Cr3*and
Co?*was fixed as 1.0 %w/v. Figure(5) shows that the adsorption of Fe?*,Cr®* and Co?*increases
rapidly with the increase in the amount of AC due to greater availability of the surface area at
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higher concentration of the adsorbent. For AC-C the significant increase in uptake was observed
when the dose was increased from 0.2 to 0.8 g/L. Any further addition of the adsorbent beyond
this did not cause any significant change in the adsorption. This may be due to overlapping of
adsorption sites as a result of overcrowding of adsorbent particles [12].One of the Factors affecting
the adsorption of metals on to activated carbon is contact time, which is the time required for the
liquid or vapor to pass through a carbon column, the contact time results are in Figure 6. The time
of the adsorbent-adsorbate is of great importance in adsorption, because it depends on the nature
of the system used. The effects of time for the adsorption of Fe?*,Cr®* and Co?* ions were studied
between 20 and 100 minutes. it’s clear that as the time increase from 20 -100 min the amount of
adsorption increase maximum adsorption of 10.7 mg/L was reported at 80 min for Fe(ll).
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Figure 5. Effect of Adsorbent (AC-C) Dose on Removal of Fe?*,Cr*2 and Co*3.
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Figure 6. Effect of Contact Time For AC-C.

3.2 FreundlichlsothermStudy forAC-C

Freundlich isotherm is obtained using the empirical equation:

0e = Kr X CeH(5)

Where ge isamount of metals adsorbed per unit mass of adsorbent at equilibrium, (mg/g), Ce
Equilibrium concentration of Fe?*, Cr*2 and Co*® mg/L solution. K and 1/n is Freundlich constants,
Kis an indicator of adsorption capacity. The higher the maximum capacity, the higher the K value.
The value of 1/n is a measure of intensity of adsorption. The higher the 1/n value, the more
favorable is the adsorption. Figures (7,8, and9), show the data obtained from this study and was
used to plot a curve of log g and logCr for Fe?*, Cr*2 and Co*?, respectively. The values of K and
1/n were calculated from the curves are listed in Table 3.
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Figure 7 Freundlichlsotherm for the Adsorption of Metal lon Fe?* onto AC-C.
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The data in Table (3)showed higher value of K for Fe?*which indicate a good adsorption capacity
to form a monolayer while moderate adsorption capacities were obtained in the sample that have
K value range from 0.54-0.73.Likewise, 1/n value of Fe?* indicates good adsorption intensity.
Value of R% is very important since it gives information about the goodness of fit of a model,(Table
3).In general, the data conform well to the Freundlich equation. The essential models could be
described fitting the adsorption phenomena with R? value between 0-1. The level of fitness indicate
as follows; When R? =1 Perfect fit, R? = (0.5-0.9) good fit, and R? = (0-0.4) poor fit [18].Our
results are similar to that mentioned previously [19].

Table (3).Freundlich isotherm constants for AC-C sample.

Metals lon K 1/n R?
Fe2* 1.83 1.41 0.97
Cr3* 0.73 0.62 0.96
Co?* 0.54 0.64 0.97
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3.3. XRF, FT-IR and XRD Analysis:
3.3.1 XRF analysis

XRF of AC-C analysis is shown in in Figure 10. XRF analysis indicated that the percentage of
Calcium was 4.24%); other elements that were found in the sample are Iron, copper and strontium.
The presence of the inorganic elements in all samples play an important role in adsorption process.
Variation in elemental concentrations in AC-C may be attributed to the nature of raw materials
used and adsorption study. These elements play an important role in the field of catalysis by
transition metals and their compounds, due to their ability to change the oxidation states and to
adsorb other substances on their surface as catalyst.
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Figure 10. XRF for AC-Csample.

3.3.2FT-IR analysis:
FT-IR is used to identify the functional group on AC-C sample since these functional groups

play a significant role in adsorption system. The FT-IR spectra of AC-C are shown in Figure
(112).
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Figure 11. FT-IR spectrumfor AC-C

The FT-IR spectra indicate the presence of five functional groups; at frequency of 2511 cm™ a
carboxylic O-H stretching which is in agreement with the vibration stretching range (3300-2500
cm™) reported previously [20], this could be due to the absorption of water molecules during the
process of treatment as result of an O-H stretching mode of hydroxyl groups and adsorbed water
[21]. 1794 cm™ corresponds to an acid anhydride C=0 stretching which is in agreement with the
vibration stretching range (1800-1775 cm™) reported previously [20]. 1454 cm™ corresponds to an
aromatic C-H stretching which is in agreement with the vibration stretching range (1400-1500
cm™), 874 cm™, 874 cmlis associated with the out of plane C-H wagging and 704 cmis in plane
C=C bending reported previously [21]. The chemical structure of activated carbon reported
previously [22] explains the functional groups shown in Figure 11.

Functional groups are indicated to more important parameters that influence and determine the
adsorption of metal ions from agqueous solutions are the carbon-oxygen functional groups present
on the carbon surface. Although all of these surface groups influence the adsorption of inorganics
from aqueous phase, the carbon oxygen surface groups are the most influencing and important [20,
21].

3.3.3 XRD analysis
XRD analysis wasused to identify the crystallographic structure of the samples using ICCD

standard. The results obtained in this study showed that the sample AC-C contain one crystal
system of potassium carbonate and chlorine oxide figure (12).
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Figure 12.XRD Analysis for AC-C Sample.

The presence of minerals inthe prepared activated carbon (AC-C) were further tested by XRD
studies. The activated carbon shows two peaks at around 26 = 27° and 33° which contribute to
chlorineoxide and potassium carbonate.[22]

XRD was used to determine the mineralogical and crystal composition of the raw material
components as well as qualitative and quantitative phase analysis of multiphase mixtures. The
occurrences of minerals in samples were identified by comparing ‘D’ values (peak intensity and
position). It could be supposed that during the KOH activation process, various reactions can be
considered with such products as Hz, K*, K2COs, K20 and K(HCO3).At higher temperature, the
formation of K20 is thermodynamically the most stable. The increase of KOH ratios on samples
containing a large amount of potassium suggests that the high ratio of KOH may give more K>COs
and K20 during pyrolysis [7], [22] different minerals were occurred at 002 which indicating
different crystalline structure. In this study XRD analysis is associated with ash content since ash
content is the starting point for analysis of minerals, thus lower ash content yield low minerals.

4. Conclusion

The present study shows that Corn maizewaste is an effective adsorbent forthe removal of metals
ions Fe?*, Cr®* and Co?'from aqueous solutions. From the kinetic studies, it is observed that
adsorption of metals ion increase as the dose of the prepared activated carbon increase . The various
properties of the studied indicates the applicability of corn maize waste as an effective low cost
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adsorbent The adsorption process was highly dependent on solution pH and adsorbent dose, also
the results showed that the adsorption capacity and intensity are metal dependent; the higher
capacity and intensity were for Fe?* ions.
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Fundamentals to Detect Tensor Product Bézier Patches
in Euclidean 3-Space
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Abstract

The aim of this paper is to deliver the fundamentals to detect Bézier patches of scanned objects
based on their normal congruence. In five-dimensional real projective space (P°), we introduce
a new approach for tensor product (TP) Bézier patch representation. For this reason, we use
Plicker coordinates which are a way to assign six homogeneous coordinates to each line in
three-dimensional projective space (P%). Derivatives, normal vectors of Bézier patches and
some of geometric properties of these patches are discussed. Further, the special case,
biquadratic Bézier patch is introduced. The Pliicker coordinates of the normal congruence of
the patch are functions of order 14 in general, because of that high degree, it seems not to be
of practical use to calculate the focal points of the normal vectors of the patch in general. We
try these calculations for the biquadratic patches (m=n=2). Finally, we present a computational
example to compute the two focal points of a normal of this patch.

Keywords

TP-surfaces, Curvature lines, Normal congruence, Focal surfaces of congruence, Plicker

coordinates.
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1. Introduction

Space curves and their frames is important in differential geometry, Mechanics and Physics.
They have many applications in Computer Aided Design (CAD), Computer Aided Geometric
Design (CAGD) (for more details, see [1-6]).

In reverse engineering the detection of special classes of CAGD generated surfaces is often
based on the line congruence of normals and the GAUSS-image of such a surface. For surfaces
with a “kinematic generation”, as example helical surfaces or surfaces of revolution, the
congruence of normals belong to a linear complex and this fact allows the detection via a line
geometric treatment [7, 10]. Patch detection in case of general spline surfaces is not yet solved
successfully. While the patch generation is at most invariant with respect to affine
transformation, the normal congruence of the patch is a Euclidean concept. Therefore, we can
expect that connections between the patch and its congruence turn to be rather complicated
already for (algebraic) Bézier surfaces.

The analysis of the patch’s normal congruence is only the first step of the far more difficult
investigation of a reflection or refraction congruence with respect to a given patch. This
problem belongs to geometric optics which would have explicit industrial applications but is
not the topic of this paper. We restrict ourselves to an analysis of the normal congruence of a
TP- Bézier patch [4, 7, 10].

A Bézier curve was named after Pierre Bézier, an engineer and mathematician who developed
this method of computer drawing in late 1960s while working for the car manufacturer Régie
Renault [3].

Derivatives and normal vectors of these curves are important issues in geometric modeling and
computer graphics [10]. The first derivative of a degree n polynomial Bézier curve can be
expressed as a degree n-1 polynomial Bézier curve. For a tensor-product Bézier patch of degree
m in r-parameter and n in s-parameter, the partial derivatives with respect to each parameter r
or s are also tensor-product Bézier patches of degree m-1inrandninsorminrandn-1ins.
The normal direction can be obtained as the cross product of the partial derivative respect to r

and the partial derivative respect to s, its degree is(2m—-1)x (2n-1) .

2. Differential geometry of TP- Bézier patches

A tensor product Bézier patch @ of degree (m, n) and P; control points can be defined as

follows:
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Xm'“(u,v):izn: B (U)B{(v) P, ; u,ve[0,1]x[0]], Q)

i=0 j=0
whereby B"(u) and Bj(v) denote the Bernstein polynomials of degree m and n in u and v

parameters respectively. We will assume that the set of control points is chosen such that
X, x X,#0 V¥ (u,v)e[01]x[0]]. (2)

n

Figure 1. A Parametric surface patch.

We want to calculate the first fundamental form:
ds®* = Edu® + 2F dudv+Gdv?, (3)

of that patch, that means we have to calculate

E:XUXU’F:XUXV’ G:XVXV’ (4)
where
n m-1
X, = LX) = m S B B 1) A B,
ou =0 i=0 Y

8 m,n SAS n-1 m 01

Xv :EX ' (U!V):nzz Bj (V)Bi (U)A’ PiyJ" (5)
i=0 j=0

The partials Xu and Xv at a point X span the tangent plane to the patch at X.
Let Y be any point on this plane. Then

detlY — X, X,,X,]1=0, (6)
is the implicit equation of the tangent plane. The parametric equation is
YUuV)=X+AX,+uX,; LueR @)

The normalized normal
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X, xX,

TR ©

together with the unnormalized vectors Xu and Xv form a local coordinate system, a frame, at

the point X € @ (see Fig. 2).

Figure 2. The local frame and the tangent plane.

From curve theory [7, 8], we know that its curvature xis defined by t'=xm.

We now calculate the second fundamental form of @,

xCospds® =L du® + 2M dudv+ N dv?, 9)

whereby ¢ is the angle between the main normal m of the curve ¢ < ® and the surface normal

nand x its curvature at the point X under consideration, as illustrated in Fig. 3.

Here, L, M and N are defined as follows:

L =nX,,
M=nX,, (10)
N =nX,

Osculating circle

Figure 3. Osculating circle.
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The 2" derivatives are the expressions, since

ar m,n Al m-r n r,0
X’u,v— Bi (U)B;(V)ATP .,
PR Y r)',z_(;._o (U) By (v) .

_,

S n-s

3SR (v BI(W)A P,

(n S)I i=0 j=0

X ™ (u,v) =

ar+5 mlnl m-r n-s

X ™ (u,v) = Z B (u)B*(\)A™ P, (11)

ou'ov® (m r'(n-s)!
where

AI‘,O PH :Ar—l,o P AI’ 10P

i+1, ] i,j

AO,S P AO s—1 PI i AO,S—lpi’j ) (12)

Now, we get

3
N

: m-2 n 2,0
uu auz _2)'J§0| Bi (U)Bj (V)A I:)i,j’

2 In! n-1
Xuv _ a Xm’n(U,V) m:n: Bml Bn 1(V All
ou ov (m-D(n-D!=+=

I
L o

n-2

ik BI2(v) BY(U) AP, (13)

XW:aV—Xm”(uv) - 2).

‘MB

]
o

i=0

whereby

Al’l PIJ = (Pi+1,j+1 I+l]) ( i,j+1 P ')1
AP =A°P,  —A°P;, A°P, =P

i+1,j ]

AO,Z F)I‘J :AO,l P _AO,lP

i,j+1 ij?

-P

i+1, ] i,j?

AP, =P, —P;. (14)

i+l T

So, for ¢ =0, the osculating plane of the curve is perpendicular to the patch tangent plane at the
point X. The curvature of such a curve is called the normal curvature of the surface patch at X
and given by

2" fundamentd form
1% fundamentd form

(15)

Ky =

Now, we can calculate principal curvature lines through a fixed point X € ® , which belong to

directions du/dv, where x, is extremal. Setting A =dv/du , we can write Eq. (15) as
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L+2MA + NA?
E+2FA+GA? "’

Ko (4) = (16)

such that x = x,(A) is a rational quadratic function in A. The extreme values «; and x, of

x(A) occur at the roots 4, and A, of

2 -1 1
dett E F G|=0 (17)
L M N

— A2 (FN =MG) + A(EN - LG) +(EM —LF) =0

::42,————5——-
"2 2(FN = MG)

%LG—ENﬂqKHV—UHZ—MFN—MGXEM—LF”. (18)

Also, we can calculate the Gaussian and mean curvatures of the patch as follows:

LN - M?
1% TG CF
(19)
NE - 2MF + LG
BT T e R

. . . 1 .
Where, the term K = x; «, is called Gaussian curvature, while H = E(Kl +x,) is called mean
curvature. Note that, both x, and x, change sign if the normal n is reversed, but K is not
affected by such a reversal.
3. Motivation and results

In case of bicubic patch (m=n=3), we receive for X, X, X,,, X, X,,,» Where

uv?

ZBl (U)B (V)( i+1,j I])

i=0

Mw

2
=3> > BWB(v)A'R,; =3

i=0 j

I Mm
o
I}
o

i

B2 (1) BY(u) A% P, =33 S B2 (V) BY (W) (P, ~P,,),

i=0 j=0

M.
NS

X

\'

3

I
o
I
o

i=0 j

W =63 Y B WBIMATR, =63 > BWBW) (P, ~2R, +Fy)).

j=0 i=0 j=0i=0

135



(JESC) The Journal of Engineering, Science and Computing Issue 11, Volume I, December, 2019

=63 S BIWBAU)A P, =63 Y BI VB (U) (P, 2P, + P.o)

i=0 j=0 i=0 j=0

=9zz Biz(u B (V All 9ZZB|2(U)B (V)[( i1+ |+1]) ( ij+l IJ)]

i=0 j=0 i=0 j=0

That means: the Pliicker coordinates (X, x X, ;X x (X, x X,))Rof the normal congruence of

the patch are functions of order 14 because of that high degree, it seems not to be of practical
use to calculate the focal points of the normal vectors of the patch in general. We apply these
calculations to a biquadratic patch ®:

Specializing m=n =2 we receive

2 1

_2223}(u)8 AR, =23 > Bl(UW)B;(V)(R..;—P,),

j=0 i=l j=0 i=0

ZZZ B}(V) BiZ(U) Ao'l ZZZBJ (V) B (U)( ij+l i,')'

i=0 j=0 i=0 j=0

= ZZ(; Bf (v)A*° P :2255@) (Py; —2P,; +PR,;);i=0
- p
X, =23 BWA?R, =23 BI(U) (P, ~2R, +R,)ij =0
422 B (U)B (V)All P _4ZZB| (U)B (V)[( |+lj+1 I+l]) ( i,j+1 PIJ)]’ (20)

and the normal vector is

2 1 2 1 (21)
N(uv) =43 %> > Bi(u)B{(U)B/(V)B;(v) V(P xP,),

j=0 i=0 k=0 1=0

whereby, we abbreviated AP, xA*' P, by V(P,; xP,,).

Now, we are able to calculate the first and the second fundamental forms and then, by applying

Eq. (18) we get the lines of curvature of this patch.
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Figure 4. Curvature lines of the patch and two focal points, F1 and F..

Xitho Xy 5. Vparameter lines

Xt Xy

v t-parameter lines

Figure 5. Parameter lines on the patch.

Note that, along the principal curvature lines, the normals fulfill developable surfaces,
therefore, n intersects n1 (in focal point F1) and n2 (in focal point F2), whereby

nl = nu +ﬂ’ln n2 = nu +ﬂ“2nv ' (22)

and
{n(u,v),n, (u,v),n,u,v)}, (23)
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span a plane which is tangent to Klein model M and the intersection between M and focal

plane leads to join of lines, and we have

(n(u,v) +7n, (UV)+ A1, (U,v))eM?,
S0, we get

(n+nn,+pBn, n+pn, +pn, )=0
=(n,n)+2p(n,n,)+28(nn,)+2n8(n, 0 )+n° (n,n)+p*(n, n,)=0, (24)

because (n,n)=0 for all u,v we get
Znﬂ<nu’nv>+n2<nu’nu>+ﬂ2<nv’nv>:0

:>'B—<n n>+2£<n n)+(n,n )=0. (25)

2 vIiIThv ulry u’ u

7 n
B

Setting — = % =4, we can get the two direction coefficients (4, ,4, ) which are known as
n u

torsal directions.
Using Egs. (4), we get E, F and G, that follows:

E :(2221211 Bi (W)BS (V) (P..; =P, )J

= 4((1-u)a-v)* (P — Pog) + 201~ U)A-V) (P, ~ )
+V2 (1_u)(P12 - Poz) +U(1—V)2 (on - Plo)
+ 2UV(1—V)(P21 - Pn) +UV2 (Pzz - Plz))z J

F= 4[22;, _10 BI(U)B; (V) (P — RJ)J[ZZO:ZI; B (V)B (u) (P, .. - R,J)]
= 4{(1-U)A-V)* (P — Poo) + 2v(L-U) L= V)(Py; — Pyy)
+V2(1_U)(P12 - Poz) + u(l_V)z(on - PlO)
+ ZUV(l_V)(le - P11) + UVZ (Pzz - Plz))
(@-Va-1)* (P, - P) + 2= 1) A~ V)(Py; — )
+ Uz(l_V)(le —Py) +V(1_U)2(P02 —Po)

+2uv(-u)(P, - Py)+ u’v (P, — P21))’
and
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G- [zzz B! (V)BZ () (P, - Pi,,-)j
= 4((1_V)(1_U)2(P01 —Py) +2ul-u)A-V)(P, —Py)
+ uz(l_V)(Pu - on) +V(1_ U)Z(Poz - P01)

+2uv(L-u)(P, —Py) +u®v (P, — P21))2 :
Also, from Egs. (10), we get L, M and N that follows:

2
L= n[zz Bf(V)(P,; —2P,; + PO’J}

j=0
=2n(1 -V )’ (P — 2Py + Py) + 2V(L—V)(Py, — 2P, + Py;) +V2 (P, — 2P, + Py,))
1 1
M = ”(422 Bil(u)B}(V)(Pm,ju - Pi+1,j - P',j+1 + Pu}

i=0 j=0
=4n((L-u)(L-V)(Py, — Py — Py = Py) + V(L —u)(P,, — Py, = P, + P,,)

+UQA-V)(Pp — Py =Py + Py) +uv(Py, — P, =Py + Pzz))’
and

N = ”[222: BX(u)(P, - 2P, + Pi,Oj

= 2’((1 'U)Z(Poo - 2P01 + Poz) + 2u(1_u)(P10 - 2P11 + Plz) + UZ(on - 2P21 T Pzz))-
After using Eq. (18) we can calculate the two direction coefficients A, 4, .

Now, we calculate the two direction coefficients A,, A, at the four corner points of the patch,

Pyo: Py Py andP,,,  where at these points the parameters u and v are

(0,0),(0,1),(1,0) and (1) , respectively.

At the first, let us calculate E, F, G, L, M and N at these points as follows:
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=p  Cooefficients of the vector X,

direction

-3 Cooefficients of the vector X,

= Cooefficients of the vector X

— — —=> Cooefficients of the vector X,

Poo

————————— (~direction

Figure 6. The coefficients of the partial derivatives.

Setting, AP, =(R; —PR,,), to simplify our calculations.
e At the point P,, where (u,v)=(0,0):

E= 4(AP1000 )2 , F= 4(AP0100 )(Aplooo) and G = 4(AP0100 )2 !
n= 4(AP1000 X AI:)0100) :
L=8 det(APmoo + APg100 Aonlo) ,
M = 16det(AP1000 + APs1001 APllm) or M= 16det(AP1000 + APs1001 APlllO)’
N = 8d9t(AP1000 » APh100 APOZOI) .

e Atthe point P,, where (u,v)=(01):

E= 4(AP1202 )2  F= 4(AP0201 )(AP1202) and G = 4(AP0201 )2 '
n= 4(AP1202 x AP0201)’
L= 8det(AP1202 s APy201: APy, )1
M = 16d9t(AP1202 + APoao1 APom) orM = 16det(AP1202 + APoao1 AP1211)7
N = 8det(APlzoz » APg015 APOOOl)'

e At the point P,, where (u,v)=(10):

E = 4(APy,, ) F = 4(AP,y,, AP, ) and G = 4(AP,,, .
n= 4(AP2010 x AF)leo) ]
L=8 det(Apzolo s AP 150, AP0 ) ,
M =16det(AP,10, APy100, APg1; ) OF M =16det(AP,;, APz, AP,y ),
N = 8det(AP2010 1 AP0, AP2221) .
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e Atthe point P,, where (u,v)=(11):

E= 4(AP2212 )2 , F= 4(AP2212 XAPZZZl) and G= 4(AP2221 )2 :
n= 4(AP2212 x AP2221)'
L=8 det(Apzzlz s APy, Apozlz)

M =160et(AP,y;,, AP,yy:, APy, ) OF M =160et(AP,y,,, AP,y APy, ),
N=8 det(Asz AP0, Apzozl) :

If we use the following symbol, we can get simple equations:

”th:n’nkaAP d9t( AP, ¢ g1 AR 41, AR )

mnop /*

Now, we are in a position to calculate the quantities A1 and A2 which are define directions in
u,v-plane at each control corner point as follows:

At the point Poo:

A Ay =

{32[(AP0100)2 0 o AP = (AP)? 1°°°Z§i§fAP] [(32((AP1000)2 0 AP

(AP 7Y AP) S — al(382)(APys) (APy) N AP~ 2(AP) N AP
[(APuan)? L AP — (AP Psr) S P} ]

JB4(AP,10) (APe) S U AP — 2(APg0)? S P |

At the point Poo:

A, =

B2 AR)” T AP — (AP,) Y o P 1 [32((AP ) Y AP

(AP Y AP) (32 (AP ) (AP ) T AP 2 (AP Y AP
ICIREES SCRICCIRICIRES Yot |

64l (AP ) (AP) Y AP - 2(AR,)” Y P

At the point Pao:

141



(JESC) The Journal of Engineering, Science and Computing Issue 11, Volume I, December, 2019

2‘1 , /12 =
2120 2120 2120
{32[(AP2120 ) 2 20010 AP — (AP2010 ) 2 2010 ZlOllAP] [(3 2((AP2010 ) 2 o 21011

2120

2120 2 2120
- (AP2120 ) i 2010Z:oom AP)) N 4((3 2) i ((AP2010 ) (APZlZO ) 201022221AP 2 (AP2120 ) i 2010211011 )

2120 2120 2
(2 (APygye)* zlollAP (AP2010) (APz1z0) 201020010 ))]V }

2120 2120 ]

[6AL (AP0 (AP10) S AP — 2 (AP ) PUY

At the point P2»:

/11'22 =
2221 2221 2221
B2l(AP,)? 22T AP — (AP,,,,)? 225 AP [32((AP,,,)? Z2T AP

2221

2221 2 2221

- (AP2221) i 221220212 AP)) - 4((32) ? ((APZZlZ )(APZZZI) 221222021AP 2 (AP2221) i 221221121 )
2221 2221 2

(2 (AP,;;,)* #2 zllzlAP (APos15)(APyz21) 221220212 ))]]/ }

2221 2221

/64[(AP2212 )(AP2221) 221222021AP -2 (APZZZl) : e 21121AP]'

Also, from Eqg. (16) we can calculate the two principal curvatures at each corner control point

and then, we get two radii of curvature at these points.

The following figures illustrate the coefficient vectors of two direction formulas at the four

corner control points of the bi-quadratic TP Bézier patch.
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Figure 7. Coefficient vectors of the first and second fundamental quantities.

The normal vector to the TP Bezier Patch is denoted by

N = mnzm lzm: 3 B (u) B (U) B{ ™ (V)B'(v) (AP xA™P,,).

j=0 i=0 k=0 1=0

For the biquadratic Patch; m=n=2, the normal vector becomes

2 1 2 1
N =4%"3"%">"Bl(u)B; (U)B} (v)B’(v) (A"°P,;xA™P,)).
j=0 i=0 k=0 1=0
Taking derivatives, we get

1

N, 4;2 [%ZZB (u)By (u) (AP, XAOlPkI):|B (V)B; (v) .

i=0 k

The bracketed term depends only on u, and we can apply the formula for the derivative of a

Bézier curve:
2 1 1
=8> 3 3 B (U)BH(v)B2 (v)[(4°P, , x A%, )+ (AR, , xA*R,, )]
j=0 1=0 k=0

by the same way, we have

=8iiiB (W)BHU)BIW)[(AP,, x A%, o )+ (AP, x A*?P, , )]

i=0 k=0 j=0

where

AP =P,,—-P, , AP;=P ., —P

i+,j — Tij ijHr T T oo
0,2 _ A01 0,1 2,0 _Alo0 1,0
NP =AM AP NP =AU, —AOP

i,j+1 i,j ! i+1, j

All ( i1+ I+l]) ( i,j+1 PIJ)

Let us calculate N, and N, at the four corner points, we get
At the point Poo where (u,v) =(0,0):

N, = 8{[(Plo - Poo)x (P11 — Py )]+ [(on - Plo)>< (P01 —Poo )]_ 2[(P10 - IDoo)x (P01 —Po )]}1
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N, = 8{[(P11 - PlO)X (P01 — Py )]_ [(PlO - I300))( (P01 — P )]_ [(Poz - F)01)>< (Plo — P )]}
At the point Po, where (u,v)=(01):
N, = 8{[(P22 - P, )X (Poz —Pu )]+ [(PlZ - Poz)>< (PlZ - Pll)]_ 2[(P12 — P )x (Poz —Pu )]}’

N, —8{[( Pn)x( Poo)]+[( ) (02 01)] [( 02~ 01) (01 Poo)]
[(P — Py, ) ( Py I}

At the point P2 where (u,v) = (1,0):
N, =8{(Poy = Py )x (Puy = Poo )]+ [(Prg = Pog )% (Pay = P )] = 2[(Py = Pog ) x (B = Py )}
N, =8{[(Py = P )x (P = Py)] = [(Ry = P ) x (Poy = Poo )]~ [(Pog = Po )% (Poy = Poo)] }.
At the point P where (u,v) = (L1):

N, =8{(P,, = P, )x (P = P )]+ (P, = Pop )% (P, = Poy )]~ 2|(P, = Py )% (B, = P I},

N, = 8{[( le)x( — Py )]+ [( -P ) (Pzz - le)]_ [(Piz - Pll)x (le — Py )]

[P R (Pa o}

In the above equations, using AP, =P, —P,;, AP, =P, ,,-P;.

We have the normal vectors N, and N, in simple forms as follows:

At the point Poo where (u,v) =(0,0):

N, =8{(A% Py x A% Py )+ (A Py x A% Py )—2(A° Py x A% Py ),

N,

8{(A% Py x APy, )— (A Py x A% Py ) (A% Py x A Py, ).
At the point Po> where (u,v) =(0,1):

N, =8{(A" P, xA%P,, )+ (A" P, xA% B, )—2(AM Py, xA% P, )},

N, =8{(A% P, x A% Py )+ (AP, x A% Py, )— (A% Py x A% Py )— (A Py, A% Py ).

At the point P2o where (u,v) =(10):
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N, =8{(A"° Py x A%, )+ (A Py x A% Py )— 2(AM0 Py x A% Py ),

N, =8{(A° PyxA% Py, )— (AP x A% Py )— (AM Py x A% Py )
At the point P22 where (u,v) = (11):

N, =8{(A% P, xA™'P, )+ (A" P, xA% P, )—2(A P, xA% P, )},

N

8 {(AOYl P, % A Pso )"‘ (Alyo Py x A P21)_ (Ao'l P x A Pso )_ (Alyo P, x A Ps )}

v

Now, at each corner point on the patch, we can calculate the two focal points;
F,=N,+4 N, and F,=N,+A4,N,.

Note that, A1 and A2 depend on the choice corner control point, so we have

At the point Poo where (u,v) =(0,0):

F, =8 {[(ALO Poo % A Po )+ (ALO Py X A Poo )_ Z(ALO Poo % A Poo )]+ 4
[(A%P x AP,y )— (A Py, x A%Py, ) - (A%'Py, x AYPy, )] |

F,=8 { [ (Al’o Poo X A Po )+ (ALO Po X A Poo )_ Z(Al’o Poo X A" Poo )] +4,
[(A°2P, x AP,y )— (A0 Py, x A”Py, )— (A%R,, x AXP )]

At the point Po> where (u,v) =(0,1):

F, =8 {[(Al’o P, x A Pos )"’ (ALO Poe X A™ Pn)_ Z(ALO Poo X A™ Pt )]"' A
[(A%P,, x A% Py )+ (AP, x AP, ) (A%P,, x APy )— (AP, x %P, )]}

F, =8{[ (A*°P, x A%*P,, )+ (A*°P,, x A%P,, ) - 2(AY°P,, x A%*P,, )|+ 4,
[(A%P, x A%2P,, )+ (AP, x A%2P,, )— (A™P,, x A% Py )— (AY0P,, x A%Py )|}

At the point P> where (u,v) =(10):

F, =8{[ (AP, x A%P,, )+ (AP, x A”'Pg ) — 2(AM0 Py, x APy )|+ 4,
[(A%P, x AP, )~ (1P, x A%*P,y ) (AP, x AP, )]}

F, =8{[(A"P,, x A%P, )+ (AP, x A”'P,y ) — 2(AM0P,, x A%P,, )|+ 4,
(AP, x A%P,, )— (AP, x AP, ) - (AP, x AP, )|},

At the point P22 where (u,v) = (11):
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F =8 {[(Al’o P, x A P11)+ (Al'o Poo X A™ P21)_ Z(Al’o Po X A Py )]+ 4
(AP, x A%P, )+ (AMP,, x AP, )= (A%, x A%*P ) (AM°P,, x A%, )|}

F, =8{[ (AP, x A%P,, )+ (AP, x A%P,, )— 2(AY°P,, x A”*P,, )|+ 4,
[(A%P,, x A%P,y )+ (AXP,, x AP, )— (AP, x A%P, )~ (AP, x A%P, ||}.

4. Computational example
We have the control points for the biquadratic TP Bezier patch, are denoted by the following

matrix:

Py Po @-10 (2-11) (132
P, P,|=[(-321) (021 (103) |;i,j=012.
P, P, (-131) (-2,21) (3-12)

o

e,
I
S0 S0 0

o

1

The first and second fundamental quantities, two principal directions, two principal curvatures

and two radii of curvature at the four corner points are:

At the point Poo :
E=104F =-12G=8,L=88 M =144 and N =112.

So, we get

A, =5541, A, =-1.158 «(4,) =23.646, xk(1,) =—-0.669, p, =0.042, p, =—1.495.

At the point Po> :
E=40,F =-44,G=72,L=-80,M =-176 and N =80.

So, we get

A, =0.691, A, =—1.669, x(4,)=-21.004, x(1,) =1.885 p, =—0.0428, p, = 0.530.

At the point Py :
E=20,F=-12G=8,L=8,M =0and N =-8.

So, we get
A, =1761, A, =0.565 x(1,) =—6.605 x(4,) =0.606, p, =—-0.151, p, =1.651.

At the point P2 :
E=24F =48G =140,L=-160,M =-128and N =-88.

So, we get
A, =-120, 4, =-0.280, x(4,) =0.186, x(1,) =-11.761, p, =5.391, p, =—0.085.

Also, we get the normal vectors in two directions u and v at the four corner control points as

follows:

146



(JESC) The Journal of Engineering, Science and Computing Issue 11, Volume I, December, 2019

At the point Poo ; N, = (—40,-72,-32) and N, = (~32,-40,—80) .

At the point Po> ; N, =(10416128) and N, =(-48,-8,32).

At the point P ; N, =(8,-56,176) and N, =(8,-16,-56).

At the point P, ; N, =(32,-16,48) and N, = (-8,24,-8).

Finally, we are in a position to calculate the two focal points F1 and F2 at each corner control

point as follows:

At the point Poo :
At the point Po :

At the point Py :

At the point P2 :

F, =(-217.312, —29364, —475.28), F, =(-2.944, — 25,68, 60.64) -

F, =(70.832,10.472,150.112), F, = (184.112, 29.352, 74.592) .

F, =(22.08, -84.16, 68.44), F, =(12.52, —56.04 , 135.36) .

F,=(416,-448,57.6), F, =(34.24, -22.72,50.24) .

The following figure shows this patch

Figure 8. Bi-quadratic TP- Bézier patch with normals and their focal points at the four corner control points.
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Figure 9. Bi-quadraticTP Bézier patch with four corner control points.

5. Conclusion

In five-dimensional real projective space (P°), a new approach for tensor product (TP) Bézier
patch representation has been introduced. Derivatives, normal vectors of Bézier patches and
some of geometric properties of these patches have been discussed. Finally, a computational

example of the two focal points of a normal of this patch is given and plotted.

Acknowledgment

The author is very grateful to Prof. Dr. Gunter Weiss at Dresden University of Technology,

Germany for the useful suggestions and remarks on this work.

148



(JESC) The Journal of Engineering, Science and Computing Issue 11, Volume I, December, 2019

References

[1] M. Khalifa Saad, Spacelike and timelike admissible Smarandache curves in pseudo-
Galilean space, Journal of the Egyptian Mathematical Society 37 (2016) 416-423.

[2] G. Aumann, Interpolation with developable Bézier patches, Comp. Aided Geom. Des. 8
(1991) 409-420.

[3] G. Farin, Curves and Surfaces for Computer Aided Geometric Design, A Practical Guide,
5th edition. San Francisco, 2002.

[4] 1. Ginkel, J. Peters, G. Umlauf, Normals of subdivision surfaces and their control
polyhedral, Comp. Aided Geom. Des. 24 (2007) 112-116.

[5] I. Herman, The Use of Projective Geometry in Computer Graphics, Lecture Notes in
Computer Science, Vol. 564, Springer, Berlin, 1991.

[6] B. Juetter, M. Oberneder, A. Sinwel, On the existence of biharmonic tensor-product Bézier
surface patches, Comp. Aided Geom. Des. 23 (2006) 612-615.

[7] M. P. Do Carmo, Differential Geometry of Curves and Surfaces. Prentice Hall, Englewood
Cliffs, NJ. 1976.

[8] B. O'Neil, Semi-Riemannian Geometry with Applications to Relativity, Academic Press,
London, 1983.

[9] H. Pottmann, J. Wallner, Computational Line Geometry, Springer, Berlin, 2001.

[10] G. Wang, T. W. Sederberg, T. Saito, Partial derivatives of rational Bézier surfaces, Comp.
Aided Geom. Des. 14 (1997) 377-381.

149






Ay lanay) dagl)

zlida Cpa A0
ol kgl o) 5U5f dnala ¢ i gaaSl o sle 5 il je Sl Auarigl
AL i) S 8 Sl s 5S (IS ¢ 5y )l
)5l 5l Rals ¢ paie gralan Sl
Qi pluda o
Al uad (pe Arala diae il AL Sl Al
Al jasdy ) sean
s ol el o
A all Claslall ddayl ) ale cpual
(Gala) & ga ) Amals s
A& a1 Basiall Al I e landine daala dy panll ¢lial)
Al s o
odla G350 (g S 3l 5 drala eyl )l S
)
D sl Juas 4
Gl de Gl Aaala e shaall alai s Y sl 4K
A0 grd) Ayl ASLaal) Bas
o B cpal 0
‘)m.qa_)‘)_%.a; cEJAw\ (Ui Cpe daala scL.,\A.._\SM M
A
sl ae 3
eLn 1 53l 5 o slall Aida ol) Aaalall A SlS 0l Auigl)
OliasSh
hlad) a3 gana o
i) slall dxala (Ulall il jall 5 alel) Canll asae
ol
LS e slall 438 3 Apapal €Y (a8l

el e Ay e — il sty ) 3

Rl A
Opile diglyll ae daaa 0

ol A ()

Laalad) ecila glaall akai g V) Caalad) 3108 o jLia S
A gl Ay gl ASlaall 63 ) siall Anaally dpadlay)
daaf cpall (uadi 2
ol
A<l 63 giall Anpaally ey daalall dpeliall dunigl)
Al A )
gy U.hkm A
AP P PO TS e PRSP WS |
i ¢ gyl f o 5
(sl 3
L) 588 Aaals ciladall Aunia 5 4500 Sl Al
S 2 ) 5K
M daaa 0]

‘S‘)};\AM :\.génjh L.JM‘;{\ PPN cL}A}J}:\; c(a}lsd\ 4.\5
3 yad A yall ASLeal)

é)"‘d‘ N _J,i
‘EJ}M\ el 3_}.«)“‘;!\ Aaalal) el ‘?)S’J‘ <
03 gl A pall ASLedl)
G523 aal ) 3

Do) die llall daala il slaall adai g V) Calal) 2408
02 grad) Ay ) AL cBaa

Ol tasa A

<0l 5 el el AredlsY ) dnalall Al Luigl)
sl g 52l

sadll i) 2 cpall 3 daal 2

daalad) (cila glaall ?23_5 QS{\ Calall 408 o jlia M
A0 grad) A yall ASLaall 63 ) giall Aol dedluy)

***x

Oa) 3 g auale :}g)}ﬁ.‘j\ jg)ﬁw



O dlaall & il a0 g8

oS e 4 e ol 0S5 0T @
Bald BLEYIy SVl 834y AoVl ok O @
LWl Wi e o2 e Vs 050 Y 0T @
amging oY) cpalal) Gl asl ad el Ol @
ke e ey of e
LY Al Codl Ol dmin -
Ak Y L coddl el -
il Bl Coll Ogie i —
il L o) b -
edie —
R
Slas sl C,u\ et Wl -
My plall e -
(codoms 0]) M oI
A5 A e e Bl 312 B U i (L o) ) D @
g e Maes (10) 5 s
359 i) ol By 0,25 2w O Uy cllonel) B 0,25 By o5 o) i slezsl Jl= 3 @
U 03Y s 093 S5y — blis Os o blig —allly 2041 UL el (3 axlya) U
— A el e sy o @ il @ edl el s s bl el g2 Y @
Al 2 A ) e LS 03 A Y]

(IEEE) L¢ s» ald) 3 dezall Gigdl b @

tilseal L}jj&m C;jm J bl aslgill ods foods 3 prn *)

https://journals.iu.edu.sa/JESC/index.html



https://journals.iu.edu.sa/JESC/index.html

g1 cila glaa

-4, o) Al
21439 109 [ 17 w6y 1439 | 87425, a:b ) ags S 250 @ gyl &
1658-7936- (we3)) wlysll Lol Lkt (31

rA g S Al
21439 109 [ 17 565 1439 | 8742 3, 2yl ags el a8 3 gl ¢
1658-7944 (1s3,) lypald Lyl ol (3

dlaalt (s 9 AN é}d\
https://journals.iu.edu.sa/JESC/index.html

D9 AN Bl ) Al AT Gy aaly S gal) Jo S
jesc@iu.edu.sa

(dmadl Sh) e 8942l a3 Vg cJadd


https://journals.iu.edu.sa/JESC/index.html
mailto:jesc@iu.edu.sa










